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We reveal the full energy-momentum structure of the pseudogap of underdoped high-Tc cuprate

superconductors. Our combined theoretical and experimental analysis explains the spectral-weight

suppression observed in the B2g Raman response at finite energies in terms of a pseudogap appearing

in the single-electron excitation spectra above the Fermi level in the nodal direction of momentum space.

This result suggests an s-wave pseudogap (which never closes in the energy-momentum space), distinct

from the d-wave superconducting gap. Recent tunneling and photoemission experiments on underdoped

cuprates also find a natural explanation within the s-wave pseudogap scenario.

DOI: 10.1103/PhysRevLett.111.107001 PACS numbers: 74.72.Kf, 71.10.Fd, 79.60.�i

The superconducting gap of high-Tc cuprate supercon-
ductors has a d-wave symmetry [1] with zero-point nodes
in momentum space, in contrast to the nodeless s-wave
gap of conventional superconductors. In the underdoped
regime, another gap, called a pseudogap, exists even above
the critical temperature Tc. The relation between pseudo-
and superconducting gaps has been a controversial issue
whose understanding may provide long-sought insights
into the mechanism of high-temperature superconductivity
[2–9]. According to a broad class of theories, the pseudo-
gap is a continuation of the superconducting gap into a
regime of incoherent Cooper pairs. A competing class of
theories holds instead that the pseudogap is a manifestation
of a new instability; therefore, it should be different from
the superconducting gap. Most of these theories [10–15]
assume a d-wave structure of pseudogap, since angle-
resolved photoemission spectroscopy (ARPES) [16] has
observed the pseudogap vanishing in the nodal region in
a fashion reminiscent of a d-wave superconducting gap.
Nevertheless, ARPES can only access the occupied side of
the electronic spectra. Therefore, the determination of
the complete structure of the pseudogap is an essential
ingredient missing in order to unveil the real connection
between the pseudo- and superconducting gaps.

In this Letter, we explore the pseudogap structure on the
‘‘dark’’ (unoccupied) side of underdoped cuprates, by com-
bining cellular dynamical mean-field theory (CDMFT) [17]

with Raman-spectroscopy experiments. In stark contrast with
the assumption of a d-wave pseudogap, we find an s-wave
pseudogap which accounts for various anomalous properties
of the nodal (B2g) and antinodal (B1g) Raman responses, as

well as of ARPES and scanning tunneling microscopy
(STM). Our study focuses on the pseudogap phase above
Tc, leaving open the question about possible competing
orders under the superconducting dome, where quantum
oscillation experiments on YBa2Cu3O6:5 [18,19] have
revealed a dramatic reconstruction of the electronic structure.
Raman B2g (B1g) spectroscopy, obtained from cross

polarizations along (45� from) the Cu-O bonds [20], has
been performed on an underdoped Bi2Sr2CaCuO8þ�

(Bi2212) single crystal, grown with a floating zone method
(Tc ¼ 74 K). The hole-doping concentration p� 0:11 has
been achieved by changing the oxygen content only.
A triple grating spectrometer (JY-T64000) equipped with
a nitrogen cooled CCD detector was used. All the mea-
surements have been corrected for the Bose factor and the
instrumental spectral response and are thus proportional to
the imaginary part of the Raman response function.
For the theoretical analysis, we have adopted a minimal

model of the Cu-O planes: The two-dimensional Hubbard
model with the (next-)nearest-neighbor transfer integral
tðt0 ¼ �0:2t) and the on-site Coulomb repulsion U ¼ 8t.
CDMFT has been implemented on a 16-site cluster [21],
which is much larger than the four-site cluster previously
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used [22–30], and is solved with the continuous-time
quantum Monte Carlo method [31] [except for the case
of Fig. 2(f), where the exact diagonalization method for a
2� 2 cluster was employed]. The momentum-dependent
quantities have been extracted from the cluster by using the
cumulant interpolation scheme [27] (see Refs. [21,30]).

In order to avoid a severe sign problem in the continuous-
time quantum Monte Carlo method, we are forced to adopt
a theoretical dopingpth ¼ 0:05 smaller than the experimen-
tal p� 0:11. However, our goal is to identify general
doping-independent properties of the pseudogap phase
rather than to simulate a specific material at a specific
doping. We shall therefore trace a qualitative comparison
between theory and experiments, and in order to facilitate it,
we (i) provide an order-of-magnitude value by setting the
energy scale of our theory t ¼ 0:3 eV [32] (1 eV� 1:2�
104 K� 8:1� 103 cm�1) and (ii) divide by a factor of 1.5
the theoretical energy scales directly related to the pseudo-
gap amplitude because the pseudogap energy scale at 5%
doping is about 1.5 times larger than that at 11% [16,33].

Figure 1(a) presents the theoretical spectral weight
Aðk; !Þ plotted along the ð�; 0Þ-ð�=2; �=2Þ k cut [labeled
‘‘a’’ in Fig. 1(b)]. Here, we focus on the low-energy region
shaded on the local density of states (DOS) in Fig. 1(c).
We find a coherent dispersing quasiparticle band (black
circles) crossing the Fermi level (! ¼ 0) in the nodal region
k� ð�=2; �=2Þ, and a less dispersive and less coherent
band (white squares) at positive energies �0:5t. We call
this latter an in-gap band because it arises inside the Mott
gap [the wide 0<!< 4t region in Fig. 1(c)]. Between
these two bands, a gap opens, which we identify with the
pseudogap observed in cuprates. The most striking feature
is that our pseudogap never vanishes in the energy-
momentum space, even in the nodal direction. Hence, dif-
ferently from the d-wave superconducting gap, it has an
s-wave symmetry [23,24] with no node. This structure
nevertheless looks like a d wave if observed in the
negative-energy plane because the nodal region is gapless
below the Fermi level. Several numerical calculations
[22–24,34] on smaller clusters without any a priori assump-
tion have also indicated a similar pseudogap structure. In
our theory, the pseudogap is a pure outcome of the parent
Mott insulator [10]. The appearance of a strong-scattering
surface in the energy-momentum space [dotted blue line in
Fig. 1(a)] drives the metallic system into the Mott insulator
by suppressing spectral weight [15,23,25–27,35,36]. As
this surface is closer to the Fermi level in the antinodal
than in the nodal region [23], a (pseudo)gap in the spectra
opens around ! ¼ 0 at the antinodes while it shifts to
positive energies in the nodal region [22,23,27], where a
Fermi arc is observed [Fig. 1(b)].

Experimentally, there are few studies on the momentum
structure of the unoccupied spectra. ARPES at a relatively
high temperature can detect spectra slightly above the Fermi
level by analyzing thermally populated states. For an under-
doped Bi2212 sample (Tc ¼ 65 K,p�0:09) atT ¼ 140 K,
Yang et al. [6] obtained the unoccupied spectra below

0.04 eV. These results [reproduced in Figs. S1(e)–S1(g) in
the SupplementalMaterial [39] ] are in good agreement with
our theoretical spectra; see Figs. 1(e)–1(g). A dashed white
line in each panel indicates the positive-energy window,
which we estimate was accessed in the ARPES experiment.
In the nodal direction [Fig. 1(e)], the pseudogap opens above
the window and the electronic dispersion close to the Fermi
level appears rather symmetric. In moving to the antinodal
region [Fig. 1(g)], the pseudogap shifts down into the energy
window and the electronic dispersion displays a marked
electron-hole asymmetry. This again evidences a radical
difference between pseudogap and superconducting gap,
whose hallmark is represented by two particle-hole-
symmetric Bogoliubov bands.
The tunneling conductance dI=dV, albeit missing

momentum resolution, can also provide valuable informa-
tion on the unoccupied spectra. In Fig. 1(h), we plot the
theoretical tunneling conductance calculated by dI=dV ¼
�R

d!f0ð!� eVÞDð!Þ, where f0 is the energy derivative
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FIG. 1 (color online). Theoretical spectral intensity atT ¼ 0:06t
and pth ¼ 0:05 (a) in the energy-momentum space and (b) in the
first quadrant of the Brillouin zone at low energy (!� 0). Black
circles andwhite squares denote, respectively, the peak positions of
quasiparticle and in-gap bands, which are separated by an s-wave
pseudogap.The dottedblue curve plots the position of themaximal-
scattering rate (i.e., the imaginary part of self-energy) at each
momentum. The green (dark gray) arrow in (b) denotes the mo-
mentum cut used in (a). (c) Local DOS in a wide energy range
displaying the Hubbard bands (!< 0 and !� 6t). The shaded
area denotes the low-energy region plotted in (a). (d) Temperature
dependence of the scattering rate within the pseudogap at
! ¼ 0:36t (node) and 0:28t (antinode). (e)–(g) Spectral function
along the cuts depicted in (b), comparable to available ARPES
data [6]. The dashed line indicates the upper energy limit reached in
Figs. 3(e)–3(g) ofRef. [6]. (h)Tunneling conductanceatT ¼ 0:06t,
comparable to, e.g., Fig. 5(b) (inset) of Ref. [38].
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of the Fermi distribution function f, �e is the electron
charge, and Dð!Þ is the cluster density of states. First of
all, the dI=dV curve has a smaller weight on the unoccupied
side, reflecting the underlying projective nature of strong
correlation [37]. The hump around V ¼ 0:4t reflects the in-
gap band at positive energies seen in Fig. 1(a). The s-wave
pseudogap predominantly opening on the unoccupied side
elucidates a further asymmetric shape in the dI=dV curve,
which is observed by STM for strongly underdoped samples
[see, e.g., the inset in Fig. 5(b) of Ref. [38] ]. For a more
quantitative comparison with ARPES and STM results, see
Secs. II and IV in the Supplemental Material [39].

However, ARPES [6] and STM [38] are limited, respec-
tively, in energy range and inmomentum resolution. Hence,
key information about the presence of a gap in the unoccu-
pied spectra in the nodal region is still missing in experi-
ments. We have therefore performed Raman spectroscopy
[33], which, albeit in a less direct way, can separately access
the nodal (B2g) and antinodal (B1g) electronic structures, as

well as the wide energy region above the Fermi level.
Theoretical Raman spectra have been calculated within

the bubble approximation from the CDMFT single-particle
spectra

�00
�ð!Þ ¼ 2

Z dk

ð2�Þ2 �
2
�ðkÞ

Z 1

�1
d!0Aðk; !0ÞAðk; !þ!0Þ

� ½fð!0Þ � fð!þ!0Þ� (1)

with �B1g ¼ 1=2½cosðkxÞ � cosðkyÞ� and �B2g
¼ sinðkxÞ�

sinðkyÞ. This is known to give a reasonable estimate for aB2g

response [40], onwhichourmain result of s-wave pseudogap
relies. Vertex corrections can be more significant in B1g

geometry. However, a recent study [41] based on the dy-
namical cluster approximation [42] shows that the correc-
tions are still small in a low-energy region where the
antinodal pseudogap opens. These considerations together
with the nice correspondence with the experimental results
(as we will show in the following) support our theoretical
analysis.

We first point out that the CDMFT Raman spectra
[Figs. 2(b) and 2(d)] well reproduce the rather broad
incoherent electronic response observed in experiments
[Figs. 2(a) and 2(c)]. This broad feature is the outcome
of mixing low-energy coherent quasiparticle excitations
with incoherent high-energy ones (e.g., the Hubbard
bands), which are captured within CDMFT. This descrip-
tion would not be possible by approaches employing only
low-energy quasiparticles.
Second, in the B2g (nodal) response, the slope at

! ¼ 0, which is proportional to the quasiparticle lifetime,
increases with lowering temperature, both in experiments
[Fig. 2(a)] and in theory [Fig. 2(b)] [43]. This behavior is
consistent with a metallic Fermi arc observed around the
node by ARPES [16] and within CDMFT [Fig. 1(b)]
[21–24,26–28,44]. The low-energy slope of the B1g (anti-

nodal) response shows instead little temperature depen-
dence [Figs. 2(c) and 2(d)] [33,45–47]. This signals a
nonmetallic behavior at the antinodes, where the pseudogap
indeed opens at the Fermi level [22–24,27,28,44,48,49].
We now look at the behavior of the B2g [B1g]

response in the intermediate-energy interval (0:15t–0:45t
[0:1t–0:45t] in CDMFT and 150–600 ½50–600� cm�1 in
experiments), whose onset is indicated by the blue arrow in
Figs. 2(a)–2(d). In this energy range, a depression should
result from the appearance of a pseudogap. The nontrivial
fact is that this depression takes place not only in the B1g

symmetry, where one expects to see the antinodal pseudo-
gap, but also in the B2g symmetry. The interval of the

depression in the B2g [B1g] theoretical Raman response is

0:3t� 480 cm�1 [0:35t� 560 cm�1] wide (taking into
account the above-mentioned factor 1.5 due to the differ-
ence between p and pth), in a good agreement with the
experimental value 450 ½550� cm�1. Notice that the en-
ergy endpoint of the B2g depression is nearly equal to that

of B1g: 600 cm�1 in experiment and 0:45t in theory. A

similar depression in the B2g response was previously

reported for other underdoped cuprates [46,47,50], where
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FIG. 2 (color online). B2g Raman spectra ob-
tained by experiments (a) on an underdoped
Bi2212 (Tc�74K, p�0:11) and by the CDMFT
(b) in the underdoped regime (pth ¼ 0:05). (c),
(d) The same for B1g spectra. The blue arrows mark

the starting energy points of pseudogap depression.
The insets in (a) and (c) plot the integrated Raman
weight normalized at T ¼ 300 K as a function of
temperature. (e) Experimental B2g Raman response

in the normal (T¼150 and 80K) and superconduct-
ing (T¼10K) states. In (a), (c), and (e), the red (light
gray), green (gray), black, and blue (dark gray)
curves correspond respectively to 80 K, 150 K,
250 K, and 10 K. (f) Theoretical spectral intensity
calculated with CDMFTþexact diagonalization
method for a 2� 2 cluster in the superconducting
state.Thewhitearrowsdenoteexcitationsbeyondthe
pseudo- and superconducting (SC) gaps in the nodal
region, which contribute to theB2g Raman intensity.
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it was attributed to the gap opening at the Fermi level away
from the node. However, our study reveals a novel mecha-
nism due to a gap above the Fermi level in the nodal region,
as we shall explain below.

Another remarkable property is that the antinodal (T�
B1g

)

and nodal (T�
B2g

) pseudogap-crossover temperatures are

different. In the insets of Figs. 2(a) and 2(c), we plot the
area under the electronic response (up to 800 cm�1) as a
function of temperature. Themaxima provide an estimation
of the pseudogap-crossover temperature T�

B2g
� 150 K and

T�
B1g

� 200 K. In the CDMFT result for the intermediate

energies, while the B1g response monotonically decreases

from T ¼ 0:12t to 0:06t [Fig. 2(d)], the B2g response is not

monotonic: It increases from T ¼ 0:12t to 0:08t and then
decreases by further lowering the temperature to T ¼ 0:06t
[Fig. 2(b)]. Thus, we find two different crossover tempera-
tures in the CDMFT results, too: T�

B2g
� 0:08t� 180 K and

T�
B1g

* 0:12t� 280 K (again taking into account the factor

1.5), still in reasonable agreement with the experimental
values. We summarize these comparisons of energy scales
in Sec. I of the Supplemental Material [39].

We now analyze the Raman response in terms of the
CDMFT spectra Aðk; !Þ. In Fig. 3(a), sandwiched in
between the quasiparticle peak (black bullets) close to the
Fermi level and an in-gap peak (white squares) at!� 0:5t,
a depression (arrow) smoothly continues from the antinode
to the node. This has been identified with the pseudogap in
Fig. 1(a). This pseudogap depression in Aðk; !Þ originates
the depression in the Raman responses [see Eq. (1)], as
indeed seen in Figs. 2(b) and 2(d). In particular, the presence
of the pseudogap at positive energy in the nodal region leads
to the depression in the B2g Raman response in the

intermediate-energy interval. In Fig. 3(b), the pseudogap
persists up to T ¼ 0:12t around the antinode, while it is
almost lost at T ¼ 0:08t around the node, consistently with
the difference between T�

B2g
and T�

B1g
observed in the Raman

spectra. The difference originates from different tempera-
ture dependences of scattering rates in the nodal and anti-
nodal regions, as extensively reported in experiments
[16,33,46] and as shown in Fig. 1(d), where the CDMFT
nodal and antinodal maximal-scattering rates within the
pseudogap are plotted against temperature.

We finally turn to the experimental Raman response in the
superconducting state and show that it also supports the
s-wave pseudogap. Figure 2(e) compares the B2g responses

below and above Tc. In general, upon the opening of a super-
conductinggapbelowTc, spectralweight is removed from the
Fermi level. This is true also for a d-wave superconducting
gap around the nodal point. Accordingly, the B2g Raman

response decreases at low energy (!< 200 cm�1) and
increases at higher energy (200 cm�1 <!< 700 cm�1).
Interestingly, the latter increase emerges mostly within
the pseudogap energy range (150 cm�1 <!< 600 cm�1).
A similar behavior was reported also in YBa2Cu3O7�x,
Bi2Sr2ðCa0:62Y0:38ÞCu2O8þ� [46,50], and HgBa2CuO4þ�

[47], showing that it is common to various cuprates. This
suggests that the superconducting gap is substantially smaller
than the pseudogap, particularly in the nodal region. Namely,
the Bogoliubov quasiparticle bands emerge below Tc in the
nodal region inside the pseudogap energy range. This sce-
nario is illustrated in the explanatory Fig. 2(f), which plots a
2� 2 CDMFT Aðk; !Þ in the superconducting state [30]
along the momentum-space cut (�, 0)-(�=2, �=2)-(0, �).
Here, we use a simple coskx � cosky form (which is widely

supported in experiments [16]) for interpolating the CDMFT
d-wave superconducting gap. In particular, around the node,
the superconducting gap is smaller than the pseudogap, as
depicted by the white arrows. This competition between
pseudo- and superconducting gaps is consistent with other
cluster DMFT studies [29,51,52].
In conclusion, by combining Raman experiment and

CDMFT, we have explored the unoccupied part of the
single-particle spectra of an underdoped cuprate and found
that the pseudogap opens above the Fermi level in the nodal
region. The pseudogap thus shows a strongly electron-hole-
asymmetric s-wave structure, distinct from the d-wave
superconducting gap. This suggests that they have different
origins. To obtain this result, it has been crucial to shed light
on the empty part (dark side) of the electronic spectrum.
This region should therefore be the focus of future experi-
mental (e.g., along the lines of Refs. [5–9]) and theoretical
(as focused in Refs. [24,36]) developments.
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Tremblay, Phys. Rev. B 73, 165114 (2006).

[23] S. Sakai, Y. Motome, and M. Imada, Phys. Rev. Lett. 102,
056404 (2009).

[24] S. Sakai, Y. Motome, and M. Imada, Phys. Rev. B 82,
134505 (2010).
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