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Semiclassical dynamics simulations of charge transport
in stacked π -systems
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Charge transfer processes within stacked π -systems were examined for the stacked ethylene dimer
radical cation with inclusion of a bridge containing up to three formaldehyde molecules. The elec-
tronic structure was treated at the complete active space self-consistent field and multireference con-
figuration interaction levels. Nonadiabatic interactions between electronic and nuclear degrees of
freedom were included through semiclassical surface hopping dynamics. The processes were ana-
lyzed according to fragment charge differences. Static calculations explored the dependence of the
electronic coupling and on-site energies on varying geometric parameters and on the inclusion of a
bridge. The dynamics simulations gave the possibility for directly observing complex charge transfer
and diabatic trapping events. © 2011 American Institute of Physics. [doi:10.1063/1.3526697]

I. INTRODUCTION

The dynamics of charge migration in molecular systems
have attracted widespread interest. For example, the transport
of electron holes has been studied in DNA because of its re-
lation to oxidative damage1 but also because DNA might pro-
vide interesting prototypes for nanoelectronics.2 Charge dy-
namics plays an important role also in organic electronics.3

Therefore, it is highly desirable to get more detailed physi-
cal insight into this important class of processes. Based on
computational studies and charge injection experiments it
has been proposed that a coherent superexchange mechanism
with no or little4 involvement of the bridge is involved be-
tween stacked nucleobases if the bridge length is three bases
or less whereas charge transfer over longer distances should
occur through an incoherent hopping mechanism.5

The general features of a system governed by a defect lo-
calized on two interacting fragments are shown in Scheme 1.
The on-site energies of the initial and final charge-localized
(diabatic) states H diab

i i and H diab
ff are represented as displaced

parabolas along the reaction coordinate ξ . The reorganization
energy λ, is the energy needed for moving the system from
one diabatic minimum to the other while maintaining the ini-
tial diabatic character (in a symmetric system this is equiva-
lent to the vertical excitation at one minimum). The interac-
tion between the two diabatic states is given by the coupling
matrix element H diab

if . Diagonalization of the two-dimensional
H matrix yields the adiabatic energies Ead

1 and Ead
2 of the

ground and first excited electronic states. In the case of strong
interaction [H diab

if > λ/2; Scheme 1(a)], Ead
1 as a function of

ξ possesses one symmetric minimum where the eigenfunction
of H is delocalized. If the interaction is weaker [H diab

if < λ/2;
Scheme 1(b)], two minima are present where the charge is
localized on either side. If the coupling is strong, the states
are well separated and adiabatic dynamics on the ground state

a)Electronic mail: felix.plasser@univie.ac.at.
b)Electronic mail: hans.lischka@univie.ac.at.

occurs. In the weak coupling limit, on the other hand, the dia-
batic character is nearly always preserved and the interaction
between the states can be treated as a small perturbation. In
this case, the rate of transfer can be described by the semi-
classical Marcus–Levich–Hush (MLH) equation.6–9 A more
detailed explanation of this relation and its connection to our
dynamics simulations will be given in Sec. II. Extensions of
the MLH equation include corrections for quantum effects
for selected normal modes, but these are usually important
only for low temperatures (below 100 K) or in the Marcus-
inverted region.7, 8, 10 No simple approach exists in the region
of H diab

if ≈ λ/2.10 This region which may be treated by ex-
plicit nonadiabatic dynamics simulations is the focus of this
work.

In the usual approach, the parameters are estimated from
static calculations and then inserted into the MLH equation.11

One difficulty in this procedure is the fact that the descrip-
tion of open-shell cationic systems is highly challenging
and there are problems with many of the standard meth-
ods in quantum chemistry. A major problem is an artificial
localization of the hole, which means that the wave func-
tion obtained does not represent the true adiabatic ground
state of the system. This has been observed in the case of
polycyclic organic radical cations for unrestricted Hartree–
Fock,12 as well as for single reference configuration interac-
tion and second-order Møller–Plesset perturbation theory.13

Unrestricted B3LYP gave the opposite trend of overstabiliz-
ing the charge-delocalized structures.12 Several indirect ap-
proaches have been developed in an attempt to overcome
these deficiencies. To avoid the problems of describing the
charged system directly, calculations have been carried out
in the neutral systems and one-electron Koopmans’-type con-
siderations were used for calculating the CT parameters.14–16

Other ideas involve spin-flipping to give equal orbital oc-
cupations or unrestricted Hartree–Fock to represent diabatic
states.16 Diabatization may be induced through constrained
density functional theory as well.11, 17 In spite of the fact that
all these ways to approach the problem give good results in
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 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:

131.130.30.233 On: Wed, 30 Jul 2014 12:25:40

http://dx.doi.org/10.1063/1.3526697
http://dx.doi.org/10.1063/1.3526697
http://dx.doi.org/10.1063/1.3526697
mailto: felix.plasser@univie.ac.at
mailto: hans.lischka@univie.ac.at


034309-2 F. Plasser and H. Lischka J. Chem. Phys. 134, 034309 (2011)

SCHEME 1. Model potential energy curves and fragment charge differences (FCD) plotted against the reaction coordinate ξ for a defect distributed over two
interacting fragments for the cases of (a) strong and (b) weak coupling.

some cases, they suffer from the fact that ad hoc assumptions
are needed. Recent investigations show that there is reason-
able agreement but that Koopmans’ theorem overestimates
the energy gaps.18 Another problem is the static approach re-
lying on the assumptions made in the derivation of the MLH
equation, i.e., validity of the weak coupling limit, constant
coupling, and a fixed form of the potential. Force-field molec-
ular dynamics in connection with semiempirical methods
have been performed to efficiently sample the large conforma-
tional spaces of the DNA structure and to calculate the elec-
tronic coupling elements,4, 15 but these methods suffer from
the fact that they do not couple nuclear and electronic dy-
namics in a consistent way. Note that models from solid state
physics have been used as well, in particular for DNA. Then
molecular motion and aperiodicity can cause difficulties.2, 19

In this work, nonadiabatic dynamics simulations are used
to directly couple the nuclear and electronic dynamics. The
ethylene dimer radical cation with insertion of a bridge of
up to three formaldehyde molecules (Scheme 2) is examined
with the goal to model the principal features of charge migra-
tion in DNA. The reason for this choice is that this system is
well suited for studying charge-hopping between π -systems
and is also small enough to allow accurate investigation of
the energy surfaces and extended dynamics simulations. The
complex offers the possibility to study the major physical ef-
fects through changes in CC bond length alternation and in-
termolecular distance.

The use of multireference ab initio electronic structure
computations is coupled to semiclassical dynamics. This type
of approach has been used very successfully in the field of
photodynamics (see, e.g., Ref. 20). But to our knowledge,
ab initio direct descriptions of charged systems13, 18, 21 and
semiclassical dynamics in this context12, 22 have been per-
formed only rarely. We perform state-averaged complete ac-
tive space self-consistent-field computations (SA-CASSCF),
which allow for a high-level explicit treatment of the quasi-
degeneracies of the two charged states involved. Dynami-

cal electron correlation is added through the multireference
configuration interaction approach (MR-CI). The nonadia-
batic coupling between electronic and nuclear degrees of
freedom is directly included through semiclassical surface
hopping dynamics.23 In this way it is possible to treat the
electronic structure and nonadiabatic effects simultaneously
at a high level, including all internal degrees of freedom and
the whole spectrum of coupling strengths between the adia-
batic and nonadiabatic limits can be treated.

II. METHODS

In this section, we first briefly introduce the surface hop-
ping method and discuss its applicability to defect dynamics.
Then we elucidate how deeper physical insight may be gained

SCHEME 2. Molecular structure of [Et.–(FA)n–Et.]+ (n = 0–3) complexes
studied in this work and definition of internal coordinates.
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from this dynamics and how the results may be compared with
the physical models in use.

Within the surface hopping method, nuclear motion is
treated by classical dynamics coupled to forces coming from
an electronic structure calculation. Several electronic states
are considered simultaneously, each one associated with a
complex amplitude Ak. The electronic Schrödinger equation
(considering adiabatic states) is propagated in the following
way:

Ȧk(t) = −
∑
l �=k

Al(t)e
iγkl Ṙ · hkl, (1)

γkl(t) = 1

¯

∫ t

0

(
Ead

k (R(t)) − Ead
l (R(t))

)
dt, (2)

h( j)
kl (R) =

〈
�ad

k | ∂

∂ R j
|�ad

l

〉
. (3)

The adiabatic electronic energies Ead
k and the nonadia-

batic couplings hkl are needed for propagating the amplitudes
Ak. The electronic energy gradient of the “active” or “current”
state is needed for propagating the geometry R. Ead

k , hkl, and
the gradient of the “active” state are computed with an ap-
propriate electronic structure method. The essence of surface
hopping is that the system follows a classical trajectory on
the respective “active” state surface, while the electronic wave
packet evolves according to Eq. (1). In the case of population
transfer, the “active” state is changed in a stochastic manner.
With this approach, the time dependent quantum mechanical
coupling between nuclear and electronic degrees of freedom
can be modeled in a framework of independent trajectories.
For more information, see Refs. 23 and 24.

For a physical interpretation it is helpful to consider the
dynamics in a two state model (cf. Refs. 8 and 14).(

�ad
1

�ad
2

)
= U

(
�diab

i

�diab
f

)
(4)

U =
(

cos(η) − sin(η)

sin(η) cos(η)

)
(5)

The adiabatic ground state �ad
1 and first excited state �ad

2
are formed as linear combinations of two charge localized
“diabatic” states �diab

i and �diab
f . The diabatic states are cho-

sen such that �diab
i has the charge on the “initial” fragment

and �diab
f on the “final” fragment. Such a construction based

on physical observables will usually diminish the nonadia-
batic couplings between these states and “diabaticity” should
be present in this sense.11, 25 In principle, all quantities of
Eqs. (4) and (5) are geometry dependent but the first approxi-
mation is to view the diabatic states as independent on molec-
ular geometry which would, of course, make the nonadiabatic
couplings vanish completely.26 It is generally not possible to
construct a set of strictly diabatic states starting from adiabatic
states.11 Therefore, a large number of approximate diabatiza-
tion schemes exist.11 In this work, the fragment charge differ-
ence (FCD) method [where 	qi denotes the charge difference
(in atomic units) between the two fragments in state i] is used

for the characterization of the charge-localized states.14, 16 Un-
der the assumption of (4), i.e., that there are just two orthog-
onal diabatic states involved, the following relation between
the mixing angle η and the FCDs of the ground (i = 0) and
excited (i = 1) state is obtained:14

− 	q1(R) = 	q0(R) = cos(2η(R)). (6)

Analogously to (4), the Hamiltonian may be transformed
between the adiabatic and diabatic basis.(

Ead
1 0

0 Ead
2

)
= U T

(
H diab

ii H diab
if

H diab
if H diab

ff

)
U. (7)

All quantities of Eq. (7) are geometry dependent. However, in
analogy to the Condon approximation it is often assumed that
the interaction matrix element H diab

if is constant for fixed in-
termolecular distance.10 It can then be computed as half of the
energy gap at resonance conditions.16 Note that under this as-
sumption no conical intersection between the adiabatic states
is expected to be present, as the gap may never go below
2 H diab

if . The geometry dependence of the on-site energies
H diab

i i and H diab
ff can be approximated by parabolas around the

respective minima (Scheme 1).10

Our surface hopping simulations include two adiabatic
states, which can be thought of as linear combinations of
the charge localized diabatic states. An adiabatic trajectory
moving from one minimum (where η = 0) to the other
minimum (η = π /2) would necessarily transfer the charge.
Physically, such a charge transfer corresponds to electron
tunneling. In the case of small electronic coupling H diab

if

(typically because of large spatial separation), the electron
tunneling speed may be on the same order or even much
slower than nuclear motion. It is therefore necessary to in-
tegrate the electronic Schrödinger equation along with the
nuclear motion. Surface hopping, as described earlier, is an
efficient method for such nonadiabatic treatment. Electron
tunneling occurs in connection with an adiabatic nuclear dy-
namics [Scheme 3(a)], whereas an avoided tunneling event,
i.e., diabatic trapping, is represented through two consecutive
surface hops [cf. Scheme 3(b) and Ref. 22].

To get better understanding of these events it is helpful
to reformulate the surface hopping equations in the two-state
model. If, as described earlier, the nonadiabatic coupling be-
tween the diabatic states vanishes, the nonadiabatic coupling
between the adiabatic states corresponds to the change in the
mixing angle η [see also Eqs. (2.18)–(2.22) of Ref. 27].

h(i)
12(R) = ∂η(R)

∂ Ri
. (8)

Then the amplitude propagation [cf. Eq. (1)] may be rewritten

− Ȧ1(t)

A2(t)
= eiγ12(t) ∂η

∂t
(t). (9)

In this formulation it can be seen that a quick change in η

(relative to the speed of change in γ 12) is compensated by a
corresponding change in the Ai’s leading to no change in the
diabatic character of the total time dependent electronic wave
function. A charge transfer only occurs if the change in the
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relative phase factor γ 12 (which is proportional to the energy
gap) is faster than the change in η.

For the analysis of the dynamics, kinetic equations as de-
rived by Brunschwig et al.8 were considered. One starts with
the Eyring equation

kCT = κelve− 	G �=
kT , (10)

where κel is the electronic transmission coefficient, v is the
frequency of the active vibration, and 	G�= is the Gibbs free
activation energy. In the next step, under the assumption that
the diabatic coupling is negligible, 	G�= can be written in
terms of the reaction free energy 	rG and the reorganization
energy λ as9

	G �= = λ

4

(
1 + 	r G

λ

)2

. (11)

In the case of a symmetric reaction potential, i.e., 	rG = 0,
Eq. (11) reduces to

	G �= = λ

4
. (12)

To obtain κel, one starts from the Landau28–Zener29 probabil-
ity

P12 = 1 − exp
−4π2

(
H diab

if

)2

hVs
(13)

of performing a charge transfer (i.e., remaining on the same
adiabatic surface) per single passage over the transition state
where V is the velocity, and s the difference in slopes.
Eq. (13) may be rewritten as

P12 = 1 − exp

(−(
H diab

if

)2

hv

√
π3

λkT

)
(14)

to obtain a form with more readily available quantities.8, 30

P12 is the probability of a CT for a single passage over the
transition state. If this CT is avoided the system has switched
from the ground to the excited state. The excited state may re-
lax through an additional TS passage leading to a recrossing
and diabatic trapping situation. Alternatively, the system may
switch to the CT product state after one or more TS passages
in the excited state. Therefore, it may be seen that the prob-
ability κel of CT per global TS crossing event is higher than
per single passage. Assuming that the events are independent
of each other (i.e., there is no electronic coherence) and that
the transition probability is the same for every TS passage, it
can be written as (see also Refs. 8 and 12):

κel = P12 + (1 − P12)P12(1 − P12)

+ (1 − P12)P3
12(1 − P12) + · · ·

= 2P12

1 + P12
, (15)

where the first two terms in the sum correspond to the re-
spective processes of Scheme 3(a) and 3(c), and the remain-
ing terms correspond to higher order events. As shown in
Ref. 8, the quantities derived earlier can be combined to form
the well-known Marcus–Levich–Hush equation for the charge
transfer reaction constant. In this work, we will specifically

focus on the electronic transmission coefficient κel and the re-
lated quantity P12. These quantities are evaluated as relations
between the following four elementary processes (two geo-
metrical and two charge-transfer cases):

1. Transition state (TS) passage: Single passage over the
TS with a sign change in the generalized reaction co-
ordinate ξ . This coordinate is identified with the FCD
(always taken for the same adiabatic state, e.g., D0) as
function of the nuclear coordinates, i.e., 	q0 = 	q0(R).

2. TS global: This process starts in the ground state with
the charge on one side and describes the overall process
of reaching the TS and finally arriving in one of the po-
tential wells of the ground state again (crossing or re-
turning).

3. Active charge transfer (CT): This is a charge transfer
event in the “active” state related to a single TS passage.
It occurs for an adiabatic process (if there is no change
of state).

4. Real CT: This is a process related to TS global, which
starts with the charge in the ground state on one side
and finally ends with the charge in the ground state on
the other side (in between several TS passages with or
without active CTs may have happened).

In Scheme 3, we illustrate these processes for the hier-
archy of global TS events arranged according to the num-
ber of TS passages taking place. The simplest example
[Scheme 3(a)] is the adiabatic charge transfer moving from
one minimum to the other, always remaining on the adiabatic
ground state. The ground state FCD curve (full black line)
illustrates the TS passage with the required sign change in the
charge as discussed in item 1 above. The active CT is rep-
resented by the sign change of the red circles (FCD in the
active state). The process is also connected with a real CT,
i.e., a net charge transfer from one minimum to the other. The
energy gap, presented on top of the FCD plot, is reduced to
2 H diab

if at the avoided crossing. The diabatic trapping situa-
tion (two TS passages) in Scheme 3(b) starts in the left mini-
mum. Along with the first TS passage (first sign change of the
black FCD curve), there is a surface hopping to the excited
state (a change in the adiabatic state that preserves the dia-
batic character) and the charge remains on the same fragment
(no sign change of the FCD, red circles, and therefore, no ac-
tive CT). On the second TS passage, the system hops back
to the ground state into the original energy minimum. Dur-
ing this whole process, there is no CT (real or active). The
next event [Scheme 3(c)] contains three TS passages. It starts
like Scheme 3(b) but the system remains in the excited state
during the second TS passage and the charge is transferred
in the excited state (sign change of the FCD, red circles, ac-
tive state is in D1). A third TS passage with a hopping to the
ground state brings the system diabatically to the right min-
imum, completing the real CT. The following event in this
hierarchy (not shown in Scheme 3) would contain four TS
passages, the first one with a hop to the excited state followed
by two active CTs in the excited state and a hop to the ground
state on the fourth passage followed by a relaxation to the
initial minimum. There would be no net charge transfer and
therefore no real CT.
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SCHEME 3. Schematic depiction of global processes around the crossing
region. Left plots show the processes with respect to the reaction coordinate
ξ (blue: excited state, red: ground state). Right plots show the corresponding
time evolution of the energy gap and fragment charge difference (FCD) (blue
dots: excited state, black line: ground state, red circles: “active” state). (a)
Represents an adiabatic charge transfer; (b) a diabatic trapping situation; and
(c) a higher order process, finally leading to a charge transfer.

The four processes defined earlier (TS passage, TS
global, active CT, and real CT) were used to analyze the
charge transfer and trapping events during the dynamics. The
microscopic P12 probability corresponds to the fraction of TS
passages leading to active CTs. It is, therefore, obtained as
the ratio between the numbers of these two processes counted
during the dynamics:

P12 = nactiveCT

nTSpassage
. (16)

The macroscopic transmission coefficient κel

κel = nrealCT

nTSglobal
(17)

is computed as the ratio between the number of TS global and
real CT events. To compare theory and results, we may check
if relation (15) holds with respect to these two quantities.

III. COMPUTATIONAL DETAILS

A symmetric face-to-face arrangement of the ethylene
dimer radical cation [Et.–Et.]+ and of this system with 1–3
formaldehyde molecules inserted [Et.–(FA)n–Et.]+ (n = 1–3)
with parallel molecular planes was constructed (Scheme 2).
Computations on the [Et.–Et.]+ complex were generally per-
formed with C2v symmetry with the z-axis going through the
molecular planes, and the y-axis parallel to the molecular CC
axes (note that in the case of equal CC bond lengths the com-
plex actually possesses D2h symmetry). The main parameters
of interest were the intermolecular C · · · C distances RC · · · C

(kept at equal values for both sides) and the bond length al-
ternation coordinate 	R, which was formed as a difference
between the two intramolecular CC distances

	R = RCC,1 − RCC,2. (18)

Up to three formaldehyde molecules were inserted between
the two ethylene molecules. The maximum symmetry of C2v

was chosen for the symmetric geometry, i.e., 	R = 0 (z-axis
parallel to the molecular axes and the x-axis perpendicular to
the molecular planes). In the displaced case, i.e., 	R �= 0,
Cs symmetry was used (y-axis parallel to the molecular axes
and the x-axis perpendicular to the molecular planes).

State-averaged complete active space self-consistent-
field (CASSCF) computations were performed for the
[Et.–Et.]+ and [Et.–(FA)n–Et.]+ (n = 1–3) complexes with
three electrons in the four orbitals formed from the two
π and two π* orbitals of the ethylene molecules with state
averaging over the doublet ground and first excited states
(SA(2)-CASSCF(3/4)). State averaging was performed to get
a balanced description of the two states that were obtained
by removing an electron from the respective π orbital. It has
been noted that this procedure can overcome spurious charge
localization which many other methods suffer from.13 This
corresponded to two A1 states in [Et.–Et.]+ (C2v), one B1 and
one A1 state for the symmetric (C2v), and two A′ states for the
displaced (Cs) [Et.–(FA)n–Et.]+ (n = 1–3) complexes.

Dynamic electron correlation was taken into account
through multireference configuration interaction with single
and double excitations (MR-CISD). Based on previous expe-
rience gained with MRCI calculations on π systems,31 ap-
propriate reference spaces have been chosen. Unless specified
differently, the reference space was identical to the CAS(3/4)
of the preceding CASSCF calculation. To allow for a consis-
tent treatment of different symmetry groups, no generalized
interacting space restrictions were imposed and all irreducible
representations of the respective symmetry group were al-
lowed as reference symmetries. Higher-order excitations32, 33

were taken into account in single point calculations by means
of corrections proposed by Pople et al.34 (+P). The 6–31G*35

and 6–311+G*36 basis sets were used. Fragment charge dif-
ferences were obtained by summing over Mulliken charges.
The electronic structure computations were performed with
the COLUMBUS37 program package using electronic integrals
computed with DALTON.38

Optimizations of [Et.–Et.]+ were performed in the C2v

subspace, thus retaining a face-to-face arrangement. Three
distances 3.0, 5.0, and 7.0 Å were chosen for RC · · · C in
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order to represent the cases of strong, intermediate, and weak
coupling. For these structures, the intramolecular coordinates
were optimized for the D2h geometry (with 	R = 0) as well as
the full minimum in C2v. For the [Et.–(FA)n–Et.]+ (n = 1–3)
complexes an intermolecular distance of 3.5 Å between ad-
jacent molecules was chosen and a face-to-face arrangement
was selected. For n = 1 and 2, intramolecular coordinates
were optimized for the symmetric C2v structure and the Cs

minima. For n = 3, the stack was constructed without further
optimization.

Nonadiabatic surface hopping dynamics simulations with
Tully’s fewest-switches algorithm23 were carried out with
the NEWTON-X39, 40 package. An empirical decoherence cor-
rection as described in Ref. 41 with a decay parameter of
0.1 Hartree was included to permit a more realistic treatment
of recrossings through the transition region. Electronic en-
ergies, gradients, and nonadiabatic couplings33, 42 were com-
puted at the SA(2)-CASSCF(3/4) level with the 6–311+G*
basis set for [Et.-Et.]+ and 6–31G*43 for [Et.–FA–Et.]+. A
time step 0.5 fs was chosen. Fifty trajectories with a simula-
tion time of 1 ps each were computed for each of the com-
plexes. The initial conditions were chosen from a Wigner
distribution of the harmonic vibrational ground state of the
charge localized minimum as described in Ref. 39. To main-
tain a face-to-face configuration with maximal π -stacking, a
restraining potential was applied to restrict relative motion of
the molecules in the [Et.–Et.]+ and [Et.–FA–Et.]+ complexes.
A harmonic potential in terms of all six, respectively 12, in-
termolecular normal coordinates with respect to displacement
from the reference geometry was added using a spring con-
stant of 0.5 a.u.

An automated dynamics analysis was performed to ob-
tain P12 and κel [Eqs. (16) and (17)]. In the discussion, the
following quantities will be used: 	q0 for the FCD of the adi-
abatic ground state and 	qact for the FCD of the active state
of the Surface Hopping dynamics. In the analysis, a charge
delocalization threshold α = 0.5 a.u. and a relaxation time
τ = 3 fs are included to eliminate spurious results related to
the stochastic nature of the dynamics. A TS passage was de-
fined to occur if initially the condition 	q0 < −α (>α) held

for a period of time of at least τ and then 	q0 > α (<−α) for
at least τ . In an analogous way, an active CT was defined to
happen if initially 	qact < −α (>α) for least τ and then 	qact

> α (<−α) for at least τ . A TS global event starts if the tra-
jectory is in the ground state and a TS passage occurs, it ends
if the trajectory is again in the ground state for at least 2τ .
It was considered a real CT if initially the trajectory was in
the ground state and 	qact < −α (>α) for at least τ and then
	qact > α (<−α) with the trajectory again in the ground state
for at least τ . Note that there are also times where none of
the above conditions are fulfilled, e.g., −α < 	q < α. These
parts are ignored in the analysis.

IV. RESULTS AND DISCUSSION

A. Energy surfaces

The geometrical parameters of the optimized complexes
are presented in Table I (complete Cartesian geometries and
energies are given in S1–S4 of the Supplemental Material44).
For [Et.–Et.]+, RC · · · C = 3.0 Å, there is one symmetric min-
imum of D2h symmetry with a delocalized wave function
at RCC,1 = RCC,2 = 1.375 Å. In all other cases considered,
this symmetric structure was unstable and two minima ex-
isted with the charge localized on the longer CC bond. Only
a weak dependence of the optimized RCC,1 and RCC,2 values
on the specific complex considered was observed. Moreover,
these values were similar to the ones for the isolated ethylene
molecule and ethylene radical cation. Only in the [Et.–Et.]+,
RC · · · C = 5.0 Å case there is a slight reduction in 	R (i.e.,
a trend toward the symmetric minimum) because of stronger
coupling present. The geometrical data are not very sensitive
to the inclusion of dynamic electron correlation through the
MR-CISD method.

The major energetic parameters derived from these cal-
culations (as described in the following paragraph) are col-
lected in Table II. The electronic coupling between the
diabatic states H diab

if is the decisive quantity for determining
the nonadiabatic electron transfer rate.10, 26 Here it is obtained
as half the energy gap at the symmetric geometry 	R = 0.

TABLE I. Structural parameters computed at the SA-CASSCF level of theory (MR-CISD values in parenthe-
ses).a

Symm (	R = 0) Relaxed

Complex RC · · · C (Å) RCC (Å) RCC,1 (Å) RCC,2 (Å)

Et.b 1.338 (1.342) D2h

(Et.)+b
1.403 (1.417) D2h

[Et.–Et.]+b,d 3.00 1.375 (1.378) D2h – –

[Et.–Et.]+b 5.00 1.377 (1.379) D2h 1.353 (1.345) 1.400 (1.414) C2v

[Et.–Et.]+b 7.00 1.376 (1.378) D2h 1.343 (1.343) 1.409 (1.414) C2v

[Et.–FA–Et.]+c 7.00 1.376 (1.376) C2v 1.345 (1.341) 1.407 (1.410) Cs

[Et.–FA–FA–Et.]+c 10.5 1.376 C2v 1.343 1.408 Cs

aFor definition of coordinates see Scheme 2.
b6–311+G* basis set.
c6–31G* basis set.
dRelaxed structure is symmetric in 	R.
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TABLE II. Energetic parameters of [Et.–(FA)n–Et.]+, (n = 0–3) complexes computed at the SA-CASSCF level
of theory (MR-CISD+P values in parentheses).

Complex RC · · · C (Å) Hdiab
if (eV) Barrier (eV) λ (eV)

[Et.–Et.]+a 3.00 1.1 – –
[Et.–Et.]+a 5.00 7.9E−2 (7.4E−2) 0.006 (0.018) 0.233 (0.314)
[Et.–Et.]+a 7.00 4.2E−3 (4.3E−3) 0.042 (0.072) 0.236 (0.281)

[Et.–FA–Et.]+b 7.00 3.8E−2 (3.8E−2) 0.028 (0.044) 0.239 (0.294)
[Et.–FA–FA–Et.]+b 10.5 2.1E−3 0.059 0.247
[Et.–FA–FA–FA–Et.]+b 14.00 1.0E−4 0.058 0.223

a6–311+G* basis set.
b6–31G* basis set.

The coupling decreases significantly with distance RC · · · C. In
contrast, inclusion of an intermediate formaldehyde increases
the coupling at constant RC · · · C. For example, at RC · · · C

= 7.0 Å the value is raised by a factor of about 10, reach-
ing almost the coupling of the [Et.–Et.]+ complex at RC · · · C

= 5.0 Å. For these structures, the couplings at the CASSCF
level are almost identical to those of the MR-CISD+P bench-
marks. The barrier of the adiabatic reaction is the most in-
fluential feature for the nuclear part of the dynamics. It was
computed as the difference between ground state energy at
symmetric and minimum energy geometry. The barrier for
[Et.–Et.]+ at RC · · · C = 7.0 Å is 0.042 eV. At shorter in-
termolecular distances, the electronic coupling reduces this
value. The barrier for [Et.–(FA)n–Et.]+ (n = 2,3) is somewhat
larger (0.058 eV), probably because of the additional degrees
of freedom present. The reorganization energy λ, computed as
the energy gap between D0 and D1 at the minimum geometry,
is presented as well. For the barrier and reorganization energy,
the MR-CISD+P values are somewhat increased compared to
the CASSCF values. In the cases of weaker coupling it can
be seen that the relation of Eq. (12) is fulfilled, i.e., the en-
ergy barrier amounts to a fourth of the reorganization energy
(Table II).

In Fig. 1, the electronic coupling between the ethylene
monomers H diab

if as a function of the intermolecular distance
RC · · · C is presented. In accordance with the physical model,10

an exponential decay with increasing intermolecular distance
is observed. No significant difference between CASSCF and
MR-CISD+P can be seen. A direct comparison of the values

FIG. 1. Dependence of the electronic coupling on the intermolecular dis-
tance RC · · · C in [Et.–Et.]+, computed at the SA(2)-CASSCF(3/4) and MR-
CISD+P levels with different basis sets.

(see Supplemental Material S5) shows that there is a small
reduction of the gaps by about 10% when dynamical elec-
tron correlation is included. This trend has been reported in
Ref. 18 as well. At small RC · · · C, basis set effects are negli-
gible. At larger distances, diffuse functions become important
showing that an accurate asymptotic behavior of the orbitals
is important for describing the interaction.

A two-dimensional plot of the adiabatic potential en-
ergy surface of the ground state was computed at the
SA(2)-CASSCF(3/4)/6–311+G* level (Fig. 2). It was con-
structed by first optimizing the symmetric structure at differ-
ent RC · · · C values. At each of these structures, the CC bond
alternation [	R, Eq. (18)] was scanned keeping the remain-
ing internal coordinates fixed. It is expected that RC · · · C will
mainly affect the coupling H diab

if [i.e., a modulation between
Scheme 1(a) and 1(b)], whereas 	R should affect the diago-
nal elements H diab

i i and H diab
ff . At small RC · · · C values, a strong

coupling behavior is observed in Fig. 2. In this area, the sym-
metric geometry (	R = 0) is stable with respect to changes
in 	R. At RC · · · C = 2.74 Å, a pronounced symmetric mini-
mum is located which is stabilized by 1.06 eV relative to the
noninteracting system. The switch to weak coupling occurs at
about RC · · · C = 4.5 Å. At larger intermolecular separations,
the symmetric geometry becomes unstable and two equivalent
asymmetric minima are present.

A cut of this surface at RC · · · C = 5.0 Å is presented in
Fig. 3 (only the symmetry unique part, 	R ≥ 0 is shown).
In Fig. 3(a), the energies (relative to the noninteracting sys-
tem) are presented. The adiabatic ground state energy surface
is very flat in the neighborhood of the symmetric geometry
with a shallow minimum of only 0.003 eV. Diabatic energies
were computed according to Eqs. (5) and (7) with the mixing
angle η taken from Eq. (6). At the symmetric geometry, one
obtains H diab

i i = H diab
ff (cf. Scheme 1) but through a change in

	R, this degeneracy is lifted. The lower energy state forms
a minimum with a well depth of 0.053 eV at 	R = 0.06 Å.
The gap at this geometry is 0.204 eV. It represents the re-
organization energy between the diabatic states. The FCD is
plotted in Fig. 3(b). At 	R = 0, the wave function is delocal-
ized for symmetry reasons and the FCD is zero accordingly.
With increasing asymmetry there is a gradual localization of
the charge. An FCD of 0.75 is reached at about 	R = 0.055
Å. In the ground state, the positive charge is localized on the
ethylene molecule with the longer CC bond. The excited state
shows the same degree of localization with the positive charge
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FIG. 2. Doublet ground state potential energy surface of [Et.–Et.]+ (eV) with respect to intermolecular distance RC · · · C and bond alternation 	R.

located on the other ethylene molecule. In Fig. 3(c), the com-
ponent of the nonadiabatic coupling vector along the bond al-
ternation 	R is shown. The maximum coupling of 11.7 Å−1

occurs at 	R = 0. It gradually decreases as the wave function
becomes localized. At 0.05 Å, which is close to the energy
minimum, the coupling has decreased to half the maximum
value. This means that there still exists quite appreciable cou-
pling throughout the whole region of interest in 	R. In the
two-state model, the coupling should be obtainable from the
FCD [Eq. (8) with η derived from Eq. (6)]. This curve is plot-
ted in Fig. 3(c). Very good agreement of the model curve with
the directly computed coupling is obtained. It is interesting to

FIG. 3. Adiabatic and diabatic SA-CASSCF energies relative to the nonin-
teracting system, fragment charge differences (FCDs), and nonadiabatic cou-
plings projected on 	R [analytical and according to the model of Eq. (8) in
the text] of [Et.–Et.]+ for an intermolecular distance of RC · · · C = 5.0 Å.

compare these plots to the equivalent plots at the larger sep-
aration RC · · · C = 7.0 Å (Fig. 4). The general shape is very
similar but several features are significantly altered due to the
weaker coupling. There is almost no energy splitting and the
adiabatic state energies are very close to the charge-localized
ones [Fig. 4(a)]. Localization occurs much quicker with dis-
placement in 	R: an FCD value of 0.75 is already reached
at 	R = 0.003 Å [Fig. 4(b)]. Another striking feature is the
nonadiabatic coupling [Fig. 4(c)], which has a much more
pronounced peak. The maximum at 	R = 0 is 227 Å−1. A
decrease to half of this value occurs already at about 	R =
0.0025 Å.

FIG. 4. Adiabatic and diabatic SA-CASSCF energies relative to the nonin-
teracting system, FCDs, and nonadiabatic couplings projected on 	R [analyt-
ical and according to the model of Eq. (8)] of [Et.–Et.]+ for an intermolecular
distance of RC · · · C = 7.0 Å.
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TABLE III. Relative energies, bridge charges, and character of the first six doublet electronic states of the [Et.–
FA–Et.]+ complex considering ionizations out of the π and π* orbitals.

SA(6)-CASSCF(5/6) MR-CISD(5/6)+P

Symm. Energy (eV) Ch. on FA Character Symm. Energy (eV) Ch. on FA Character

1 2B1 0 0.013 (π−)1 1 2B1 0 0.013 (π−)1

1 2A1 0.087 −0.004 (π+)1 1 2A1 0.075 −0.004 (π+)1

2 2B1 3.887 0.000 mult.-ref. 2 2B1 4.100 0.585 mult.-ref.
2 2A1 3.920 0.004 mult.-ref. 3 2B1 4.124 0.314 mult.-ref.
3 2B1 4.165 0.864 (πFA)1 2 2A1 4.243 0.003 mult.-ref.
3 2A1 6.094 0.005 mult.-ref. 3 2A1 6.435 0.000 mult.-ref.

In the [Et.–FA–Et.]+ system it is of special interest in
which way the bridging formaldehyde is involved in the
charge transport. For that reason, the π and π* orbitals
of FA were included in the calculation to estimate their
participation in the charge transfer process. CASSCF(5/6)
computations were performed which included five electrons
in the π and π* orbitals of each of the three molecules.
The first six electronic states were analyzed at the symmet-
ric geometry, i.e., the TS structure of the charge transfer reac-
tion (Table III). MR-CISD+P calculations were performed as
well. At the CASSCF level, the first two states are formed by
removing an electron from the bonding and antibonding linear
combinations of the ethylene π orbitals, respectively. They
are separated by a gap of 0.087 eV, i.e., H diab

if = 0.043 eV .
This is somewhat larger than the value presented in Table II
where only two states were considered in the averaging proce-
dure. Two more states, which are also close in energy, follow
at about 4 eV. They have a multireference character where the
hole is mainly localized in the ethylene π and π* orbitals.
Ionization of the FA molecule, a (πFA)1 configuration, corre-
sponds to the fifth state of the system with a relative energy of
4.165 eV. A sixth state with multireference character follows

at 6.094 eV. Except for the (πFA)1 state there is only neg-
ligible charge on the bridging molecule. The MR-CISD+P
results are quite similar. The couplings are again somewhat re-
duced (cf. S5 of the Supplemental Material). Both CASSCF
and MR-CI calculations agree that no charge on formalde-
hyde appears up to 4 eV above the ground state. This confirms
the picture of an inactive bridge. Rather than playing an ac-
tive role in the process, the formaldehyde molecule is appar-
ently only involved through reducing the tunneling potential
as compared to the vacuum.

B. Dynamics

To simulate the dynamics of the charge-transfer pro-
cesses, 50 surface-hopping trajectories of 1 ps duration were
computed for [Et.–Et.]+ at a separation of RC · · · C = 5.0 Å
and for [Et.–FA–Et.]+ at RC · · · C = 7.0 Å. Through restrains
on the intermolecular degrees of freedom as described in the
Computational Details an almost ideal face-to-face configura-
tion was maintained through the whole course of the dynam-
ics. A sample 300 fs section of the dynamics of [Et.–Et.]+ is
shown in Fig. 5. In Fig. 5(a), the energy gap between the two

FIG. 5. Energy gap [(a), red circles on the upper line indicate that the system is in the excited state], fragment charge difference (FCD) (b), and CC bond
alternation (c) plotted against time for a [Et.–Et.]+ trajectory with RC · · · C = 5.0 Å.
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states is plotted. Circles on the upper line are used to indi-
cate that the system is in the excited state. A large gap indi-
cates that the structure is close to a minimum. A reduction in
the gap corresponds to approaching the crossing region. It is
noted that the gap never goes to zero. This can be understood
from the fact that, as mentioned earlier, the diabatic coupling
(H diab

if ) remains fairly constant with restrained intermolecu-
lar degrees of freedom. Therefore, an intersection cannot be
reached. The gap remains above 0.1 eV for more than 99%
of the time in all trajectories (cf. 2H diab

if = 0.158 eV at the
equilibrium geometry, Table II). In Fig. 5(b), the evolution of
the FCD against time for the D0 and D1 states is presented.
The current state of the dynamics is marked with circles. In
Fig. 5(c), the time behavior of the CC bond alternation 	R
is shown. This dynamics is now analyzed in terms of the pro-
cesses defined in Sec. II. A TS passage corresponds to a cross-
ing between the FCD curves in Fig. 5(b) (cf. Scheme 3). This
happens 20 times in the presented section (18.5, 32.5, 60.5,
91.0, 103.5, 112.5, 126.0, 139.5, 148.5, 170.5, 179.0, 192.5,
202.5, 215.0, 230.5, 245.5, 254.0, 271.0, 278.0, and 293.0 fs).
A TS passage is usually accompanied also by a sign change
of 	R as shown in Fig. 5(c). However, there is no strict cor-
respondence between these two types of events, as several in-
ternal coordinates play a role. In particular, the torsion around
the CC bond was seen strongly affecting the relative energet-
ics. This can be understood by the fact that the force con-
stant for this motion in ethylene is strongly altered when re-
moving an electron. The vibrational frequency of this mode
changes from 1085 cm−1 in the neutral ethylene molecule to
482 cm−1 in the cation. In the completely adiabatic case, ev-
ery TS passage would lead to a transfer of charge, i.e., an
active CT [Scheme 3(a)]. As Scheme 3(b) shows, nonadia-
batic coupling between electronic and nuclear motion may
inhibit this transfer and lead to a diabatic trapping event. In
the plot shown, this type of event occurs, e.g., between 100

TABLE IV. Kinetic properties for dynamics of [Et.–Et.]+ with intermolec-
ular distance RC · · · C = 5.0 Å and [Et.–FA–Et.]+ with RC · · · C = 7.0 Å.

[Et.–Et.]+ [Et.–FA–Et.]+

Simulation Eq. (14) Simulation Eq. (14)

P12 0.517 0.804 0.287 0.308
2 P12/(1+P12) 0.682 0.891 0.446 0.471
κel 0.671 0.401

and 115 fs where the active state FCD always remains neg-
ative even though 2 TS passages (103.5 and 112.5 fs) oc-
cur. Because of this trapping, only eight active CTs (18.5,
32.5, 60.5, 84.0, 126.0, 215.0, 230.5, and 293.5 fs) occur
in the section shown. The events of macroscopic interest
should start and end in the ground state. In the part shown
in Fig. 5, there are 14 TS global events (starting at 18.5,
32.5, 60.5, 91.0, 103.5, 126.0, 139.5, 170.5, 192.5, 215.0,
230.5, 245.5, 271.0, and 293.5 fs). Eight real CTs occur
(18.5, 32.5, 60.5, 91.0, 126.0, 215.0, 230.5, and 293.5 fs).
From these events κel and P12 were computed according to
Eqs. (16) and (17). The averaging was performed for all tra-
jectories, giving statistics over 2559 TS passages. The re-
sults are presented in Table IV. Approximate results accord-
ing to Eq. (14) are shown as well using plausible parameter
values as follows: Hif

diab and λ were taken from Table II;
v = 1600 cm−1 (as a typical C=C stretch) was chosen; for
the effective temperature half the zero-point energy (kinetic
energy according to virial theorem) of the C=C vibration was
substituted, i.e., kT = hν/4. Table IV shows that the resulting
P12 is somewhat larger than the one computed from the dy-
namics. Very good agreement between the observed value of
κel and the value predicted by Eq. (15) is observed. The over-
all rate of electron transfer in this complex was 18.7 ps−1.

FIG. 6. Energy gap [(a), red dots on the upper line indicate that the system is in the excited state], fragment charge difference (FCD) (b), and CC bond
alternation (c) plotted against time for a [Et.–FA–Et.]+ trajectory with RC · · · C = 7.0 Å.
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In Fig. 6, the analogous plot for the dynamics of the
[Et.–FA–Et.]+ complex is shown. The appearance is quite
similar to that of the previous case because the coupling
H diab

if and reorganization energy λ have comparable values
(cf. Table II). The dynamics starts with a TS global event,
which may be identified as the process shown in Scheme
3(c): there are three TS passages (15.5, 20.5, and 25.0 fs),
one active CT (20.5 fs), and in total a net transfer of charge
(a real CT). This is followed by two diabatic trapping events
[41.0–48.0 fs and 61.0–66.0 fs, cf. Scheme 3(b)] and an adi-
abatic transfer [80.5 fs, Scheme 3(a)]. The net charge on FA
was never more than 0.004e. This shows again the picture of
an inactive bridge, comparable to the static analysis presented
earlier (cf. Table III). In relation to Refs. 4 and 5, we may
conclude that a coherent superexchange mechanism without
involvement of the bridge takes place here. The charge trans-
fer parameters for this situation are shown in Table IV. The
agreement between the static and dynamic descriptions is sat-
isfactory. In particular, the trend between the two complexes
is correctly reproduced, i.e., that the charge transfer probabil-
ity in the second complex is somewhat lower than in the first
one. The directly determined value of κel is slightly smaller
than that predicted by Eq. (15). In total, an electron transfer
rate of 10.6 ps−1 was obtained.

Dynamics calculations with an intermolecular distance
of RC · · · C = 3.0 Å were performed as well. This case repre-
sents a strong coupling situation and purely adiabatic dynam-
ics in the ground state was obtained. The gap was constant at
about 2 eV. The hole was always quite delocalized, the abso-
lute value of the FCD never exceeded 0.5. The correspond-
ing graphics is presented in Supplemental Material (S6). The
weak coupling case of RC · · · C = 7.0 Å, with a theoretical tran-
sition probability of about 99.5% per TS crossing [Eq. (14)],
was examined as well. Because of the highly peaked nonadi-
abatic coupling [cf. Fig. 4(c)] a very short time-step of well
below 0.1 fs would be needed to accurately sample this in
the standard formalism. To overcome this problem, surface-
hopping based on a locally diabatic representation of the wave
function45 is being implemented into NEWTON-X to allow for
efficient accurate sampling of these kinds of processes.

V. CONCLUSIONS

Semiclassical dynamics simulations of charge transfer
based on ab initio multireference electronic structure meth-
ods have been performed for the stacked ethylene dimer rad-
ical cation system with insertion of up to three formaldehyde
molecules, with the goal of obtaining detailed understand-
ing of the different transfer mechanisms. Computations at the
CASSCF and MR-CISD levels allowed for an accurate de-
scription of the radical cationic systems including explicit cal-
culation of nonadiabatic coupling between different electronic
states. The dynamics of the electron transfer was computed at
the level of semiclassical surface hopping with consideration
of all nuclear degrees of freedom. Analysis of these simula-
tions and comparison to idealized models, in particular the
fragment charge difference (FCD) method, gave interesting
insight into the different processes.

The electronic coupling strength within the ethylene
dimer radical cation was modulated through the intermolecu-
lar distance and the on-site energies through CC bond alterna-
tion. Potential energy curves were analyzed in terms of charge
delocalization and special focus was given to the nonadia-
batic couplings. The CASSCF approach already gave reliable
results. Inclusion of dynamic electron correlation through
MR-CISD+P slightly reduced electronic couplings (by about
10%) and had a somewhat larger effect on reorganization
energies. In the strong coupling region at an intermolecular
distance of RC · · · C = 3.0 Å, a conventional adiabatic dy-
namics occurred in a potential characterized by one energy
minimum. In the intermediate coupling region, i.e., [Et.–Et.]+

at RC · · · C = 5.0 Å and [Et.–FA–Et.]+ at RC · · · C = 7.0 Å, in-
teresting complex higher order charge transfers and diabatic
trapping situations were observed. These have been analyzed
in terms of idealized model processes (Scheme 3). The re-
sults were compared to the electronic transmission factor of
the Marcus–Levich–Hush theory. In particular, satisfactory
agreement and similar trends concerning the dependence of
the charge-transfer probability on the intermolecular distance
was found between the two methods. Moreover, the simula-
tions of the [Et.–FA–Et.]+ complex showed that FA acts as an
inactive bridge molecule there.

The present calculations are intended to initiate general
approaches for investigating full nonadiabatic simulations of
the dynamics of electronic defects. The currently used di-
rect multireference ab initio procedures are restricted to a
molecular size comparable to two or three stacked DNA
bases. Additionally, quantum mechanics/molecular mechan-
ics (QM/MM) methods46 may be used to provide a realistic
description of environmental effects. Such calculations are in-
tended to serve as benchmarks for subsequent applications to
larger systems using simpler, but more cost-effective meth-
ods, also allowing significantly longer simulation times.
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