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We introduce a variational method for calculating dispersion relations of translation invariant (1þ 1)-

dimensional quantum field theories. The method is based on continuous matrix product states and can be

implemented efficiently. We study the critical Lieb-Liniger model as a benchmark and excellent

agreement with the exact solution is found. Additionally, we observe solitonic signatures of Lieb’s

type II excitation. In addition, a nonintegrable model is introduced where a Uð1Þ-symmetry breaking term

is added to the Lieb-Liniger Hamiltonian. For this model we find evidence of a nontrivial bound-state

excitation in the dispersion relation.
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The past decades have witnessed an explosion in the
experimental realization of strongly correlated one-
dimensional quantum systems [1]. Often a discretized
description in terms of a lattice Hamiltonian is possible,
which can then be studied using White’s density matrix
renormalization group [2]. The underlying variational
ansatz, the set of matrix product states (MPS) [3–7],
explains the success of this method and has been used to
develop generalizations beyond the setting of ground
states, e.g., to the study of time evolution [8,9], dissipative
dynamics [10,11], and dispersion relations [12,13].

The use of elongated optical or magnetic atom traps has
opened the possibility of creating one-dimensional quan-
tum gases in the lab [14–19]. It is natural to study these
systems directly using quantum fields, without resorting to
a lattice discretization. A continuum limit of the class of
matrix product states, known as continuous matrix product
states (cMPS) [20–22], was recently developed and has
demonstrated its ability to provide an efficient description
of the ground-state properties of the Lieb-Liniger (LL)
model [23].

Apart from ground-state properties, there has also been
experimental interest in localized excitations in these sys-
tems [24–27]. While Lieb determined the spectrum of
excitations for the LL model [28], a systematic method
for studying excitations of nonintegrable quantum fields is
still lacking. In this Letter we fill the gap by extending the
recently introduced ansatz for excitations of translation
invariant spin chains in the thermodynamic limit [13] to
the setting of cMPS. This yields a new variational ansatz
for elementary excitations of translation invariant quantum
fields that allows us to simulate dispersion relations for
integrable and nonintegrable models alike. The corre-
sponding variational states are faithful eigenstates and
have therefore an infinite lifetime, out of which we can
construct localized wave packets by taking linear

combinations. With this method, we can reconstruct the
spectrum of the LL Hamiltonian and illustrate the solitonic
effects in Lieb’s type II excitation—first observed in
Refs. [29,30] in the weak-interaction limit—for arbitrary
interaction strength. We can equally well construct the
spectrum for nonintegrable models, which we illustrate
by adding a pairing term to the LL Hamiltonian which
opens a gap. For a certain parameter regime, our method
provides strong evidence for the existence of a nontrivial
bound state.
A cMPS for a translation invariant infinite system with

open boundary conditions is defined as [20]

j�ðQ;RÞi ¼ vyLðP e
R1
�1 dx½Q�1þR�ĉ yðxÞ�ÞvRj�i;

where Q, R 2 CD�D, vL and vR are D-dimensional
boundary vectors acting on an ancillary system, j�i is
the Fock vacuum, and P the path-ordering operator. For
bosonic systems the field operators satisfy the commuta-

tion relation ½ĉ ðxÞ; ĉ yðyÞ� ¼ �ðx� yÞ. For a generic
normalizable cMPS, all eigenvalues of the transfer matrix
T ¼ Q � 1þ 1 � �Qþ R � �R have nonpositive real part
and there is a nondegenerate zero eigenvalue. The
corresponding left and right zero eigenvectors hljT ¼
0; Tjri ¼ 0 may be reshaped to give positive, Hermitian
matrices l and r which have full rank and are normalized
so that hljri ¼ TrðlrÞ ¼ 1. Since the boundary vectors
have no variational importance, they are chosen so
that the state has norm 1, i.e., h�ð �Q; �RÞj�ðQ;RÞi ¼
ðvyL � v>L ÞjrihljðvR � �vRÞ ¼ ðvyLrvLÞðvyRlvRÞ ¼ 1.
Suppose we have approximated the ground state of a

system as a cMPS parametrized by the matrices (Q, R). An
ansatz for a particlelike eigenstate or excitation is obtained
by locally replacing the matrices Q and R by V and W —
which has the effect of perturbing the ground state in a
spatial region of the size of the correlation length—and
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then building a state with definite momentum via a plane
wave superposition:

j�pðV;WÞi :¼
Z 1
�1

dxeipxvyLÛ1ð�1; xÞ
� ½V � 1þW � ĉ yðxÞ�Û2ðx;1ÞvRj�i;

where Ûaðx; yÞ ¼ P expfRy
x dz½Qa � 1þ Ra � ĉ yðzÞ�g

for a ¼ 1, 2. The crucial feature here is a single strictly
local disturbance described by the matrices V,W 2 CD�D,
which is nevertheless able to influence the state up to a
distance determined by the bond dimension and appears to
efficiently capture single-particle excitations, as we illus-
trate below. The states j�pðV;WÞi are momentum eigen-

states and obey a � orthogonality. Note that they depend
linearly on the variational parameters V and W, so they
span a linear subspace of Hilbert space. Asymptotically the
states j�pðV;WÞi look like j�ðQ1; R1Þi at x ¼ �1 and

j�ðQ2; R2Þi at x ¼ þ1, which are supposed to be equally
good but potentially different ground states (in the case of
symmetry breaking). Our ansatz thus includes the possi-
bility of capturing topologically nontrivial excitations,
henceforth referred to as topological excitations for the
sake of brevity. For j�ðQ1; R1Þi ¼ j�ðQ2; R2Þi, the ansatz
describes (topologically) trivial excitations and can be
interpreted as a state in the momentum sector p of the
tangent space obtained by an infinitesimal position depen-
dent variation of j�ðQ;RÞi [22].

To compute excitations we apply the Rayleigh-Ritz
method, which results in a generalized eigenvalue problem
for an effective Hamiltonian. In our case the generalized
eigenvalue equation is given by

Hp

V

W

" #
¼ ENp

V

W

" #
;

with ½VW� being the 2D2-dimensional vector corresponding

to V andW, E is the energy, Hp the effective Hamiltonian,

and Np the effective norm matrix. Both Hp and Np are

(2D2 � 2D2)-dimensional matrices defined by

h�pð �V; �WÞjĤ � E0j�p0 ðV;WÞi ¼ 2��ðp� p0Þ VyWy� �
�Hp

V

W

" #
;

h�pð �V; �WÞj�p0 ðV;WÞi ¼ 2��ðp� p0Þ VyWy� �
� Np

V

W

" #
;

where E0 is the ground-state energy obtained with the
ground-state approximation j�ðQ;RÞi.

Note that Hp and Np have zero eigenvalues correspond-

ing to a redundancy in the representation of the states
j�pðV;WÞi, which can be traced back to the gauge invari-

ance of the states j�ðQ;RÞi under the transformation
Q g�1Qg and R g�1Rg [22]. One finds that for all

X 2 CD�D, j�pð½X;Q� þ ipX; ½X; R�Þi ¼ 0. Hence,

j�pðV 0; W 0Þi ¼ j�pðV;WÞi if V0 ¼ V þ ½X;Q� þ ipX

and W 0 ¼ W þ ½X; R�. If, for p ¼ 0, one also restricts to
states orthogonal to the ground state by imposing hljðV �
1þW � �RÞjri ¼ 0, there are D2 redundant degrees of
freedom for every momentum p. These can be eliminated
by constraining V and W to satisfy a ‘‘gauge-fixing’’
condition such as

hljðV � 1þW � �RÞ ¼ 0; (1)

with hlj the left eigenvector of T11, the transfer matrix
corresponding to j�ðQ1; R1Þi. It can be shown that this
choice of gauge reduces the effective norm matrix to the
identity (Ref. [22] and Supplemental Material [31]), so that
the Rayleigh-Ritz problem becomes an ordinary eigen-
value problem. The explicit calculation of the effective
Hamiltonian Hp in this gauge is more involved and is

derived in full detail in the Supplemental Material [31].
The lowest eigenvalues of Hp can then be obtained with a

computational time scaling as OðD3Þ using a sparse
eigensolver exploiting the tensor product structure of the
effective Hamiltonian.
We now discuss the results obtained for the LL model.

The LL Hamiltonian is given by

Ĥ LL ¼
Z þ1
�1

�
dĉ y

dx

dĉ

dx
��ĉ y ĉ þ cĉ y ĉ y ĉ ĉ

�
dx;

(2)

with a repulsive interaction strength c > 0 and where the
argument of the field operators has been omitted for
the sake of brevity. Since a variational approach targets
the lowest energy state, this Hamiltonian was formulated
in the grand-canonical ensemble (with chemical potential
�> 0). The Hamiltonian is gapless and only depends on a
single parameter � ¼ c=�, with � the ground-state particle
density which is set by �. The cMPS ansatz generalizes a
coherent state ansatz and breaks the Uð1Þ symmetry of the
model, whereas the exact Bethe-ansatz ground state does
not and has a fixed total number of particles. This follows
from the fact that it is often energetically beneficial to
break the symmetry in the presence of a constraint on the
total amount of entanglement. Hence, the order parameter

h�ð �Q; �RÞjĉ j�ðQ;RÞi � 0 (and in fact slowly converges to
0 for increasing D). For any � 2 ½0; 2�Þ, j�ðQ; ei�RÞi is
again a valid ground state so that we can also consider
topological excitations interpolating between two different
ground states characterized by a different order parameter.
They can also be understood as momentum superpositions
of a local perturbation at position x which has a half-

infinite string ŜðxÞ ¼ exp½i�Rx
�1 ĉ yðzÞĉ ðzÞdz� attached

to it. Even for the exact solution with fixed particle number
N, the elementary particle (N þ 1) and hole (N � 1) exci-
tations have a topological nature and need to be studied
using antiperiodic boundary conditions [32]. For � ¼ �,
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the string ŜðxÞ has exactly the effect of flipping the sign of

the field operators at�1 [ŜðxÞy ĉ ð�1ÞŜðxÞ¼�ĉ ð�1Þ],
and Fig. 1 does indeed confirm that the elementary exci-
tations are perfectly captured by using the ansatz for
topological excitations with the choice Q1 ¼ Q2 ¼ Q,
R1 ¼ �R2 ¼ R. The dispersion relation is centered
around 0 and the hole branch (red stars) is obtained as
the lowest excitation energy with momentum between
��� and þ��, with � the particle density. The particle
branch (blue diamonds) shows the eigenvalues of the
eigenvectors that have the largest overlap with the stateR1
�1 dxeipx ĉ yðxÞei�

R
x

�1 ĉ yðzÞĉ ðzÞdzj�ðQ;RÞi. All para-

meters plotted in the figures are normalized such that
they are dimensionless (p=�, e=�2), as in Ref. [23].

Lieb determined the spectrum with fixed particle num-
ber (i.e., topologically trivial) in first quantization [28] and
isolated two types of excitations, which he labeled type I
and type II excitations. Either can be used to construct the
full spectrum of excitations with equal particle number.
Figure 2 shows the eigenvalues of the effective
HamiltonianHp as a function of the momentum p obtained

using the trivial ansatz (Q1 ¼ Q2 and R1 ¼ R2). However,
it is well known [32] that the type I excitations should be
understood as one hole at momentum ��� plus one
particle with momentum p � ��, whereas the type II
excitations at momentum p are obtained by combining
one particle with momentum �� plus one hole with mo-
mentum ��� � p � ��. By combining momentum and
variational energies of our topological excitations accord-
ing to this recipe, we can accurately reproduce (5 digits of
precision) the Bethe-ansatz dispersion relations of Lieb’s
type I [blue diamonds in Figs. 2 and 1(b)] and type II

excitations [red stars in Figs. 2 and 1(b)]. If we would
have used the trivial excitation energies directly [also
sketched in Fig. 1(b)], a worse precision would have
been obtained, as this single particle ansatz cannot accu-
rately represent the two unbound constituents of Lieb’s
type I and type II excitations and tries to confine them
into a small spatial region. Since the repulsive Lieb-Liniger
model does not have any bound states [32], all trivial
excitations have a similar structure consisting of an even
sum of topological hole and particle excitations.
Without knowing the exact result, this information could

be inferred from looking at the convergence of the varia-
tional energies as a function of increasingD. There are two
competing effects within our variational strategy. Firstly,
by modifying Q and R locally, we assume that the excita-
tion is confined in a spatial region, the width of which is set
by the bond dimension. This is the variational approxima-
tion and it produces a positive variational error. Secondly,
we subtract from the Hamiltonian a variational estimate of
the ground-state energy which is too large. This second
effect results in a negative error and is dominant for truly
elementary excitations for which the assumed locality is
valid and the first error is negligible. If an excited state
cannot be approximated locally, e.g., an excitation that is
composed of several unbound elementary excitations, then
the first effect will likely be dominant as the ansatz con-
fines these different excitations in a finite spatial region.
Indeed, for increasing D, the particle and hole energies in
Fig. 1 are increasing (which is true for all � * 3) because a
smaller variational estimate for the ground-state energy
is subtracted. In contrast, the energies of trivial excitations
in Fig. 2 decrease for increasing D, in line with our
expectations.
Our ansatz does not depend on � and works in principle

equally well for both limiting cases �! 1 and �! 0, as
is confirmed by the results for small values of � in the
Supplemental Material [31]. However, for small � (� & 3)
we observe a transition of the topological hole excitation to
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FIG. 2 (color online). Dispersion relation for the Lieb-Liniger
model with D ¼ 64 for � ¼ c=� � 60:16. Bulk excitations
(dots) are trivial excitations. Blue diamonds (type I) and red
stars (type II) are obtained by combining momenta and energy of
two topological excitations (hole and particle) of Fig. 1.
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FIG. 1 (color online). Elementary topological excitation
branches for � ¼ c=� � 60:16 at D ¼ 64 with � ¼ �. Blue
diamonds are particle excitations and red stars hole excitations.
(a) Dispersion relation of Lieb’s type I excitation obtained from
the topological ansatz (blue diamonds) and from the Bethe-
ansatz solution (black line). (b) Dispersion relation of Lieb’s
type II excitation obtained from the topological ansatz (red
stars), the trivial ansatz (green squares), and from the Bethe-
ansatz solution (black line).
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a solitonic excitation. This observation was first discussed
in Refs. [29,30] and recently received renewed attention
following the experimental realization [26,33,34]. In the
Tonks-Girardeau (TG) limit (large �) [35], the hole exci-
tation maps exactly to the fermionlike hole excitation and
produces a change in particle number of �1. For very
small �, the hole excitation is related to the classical
dark soliton of the nonlinear Schrödinger equation [36]
and produces a large change in particle number [34]. The
relative change in particle number can easily be calculated
using our ansatz. It is illustrated in Fig. 3 for momentum
p ¼ 0, and the results perfectly coincide with the recent
exact calculations [34].

Next, we study a nonintegrable model obtained by add-

ing a pairing term to ĤLL that breaks the Uð1Þ symmetry
down to a residual Z2 symmetry:

Ĥ 0 ¼ ĤLL þ
Z 1
�1

dxðuĉ y ĉ y þ �u ĉ ĉ Þ:

As long as �> 0, the cMPS ground-state approximation
j�ðQ;RÞi spontaneously breaks the Z2 symmetry for any
nonzero pairing strength u 2 C0, and a second ground
state j�ðQ;�RÞi is obtained. This also opens up a gap in
the spectrum. The magnitude of the order parameter

h�ð �Q; �RÞjĉ ðxÞj�ðQ;RÞi is determined by the competing
effects of the pairing term and the repulsive interaction. As
an example, we consider an intermediate parameter range
where we have found strong evidence that the lowest lying
excitation in the trivial spectrum is a bound state. In the top

plot of Fig. 4, the lowest lying trivial excitations of Ĥ0 for
� � 26:4, � ¼ 1, and u ¼ 1 with D ¼ 22 are shown with
red circles. Because of the symmetry breaking, we can
again construct topological excitations (right-hand inset
of Fig. 4), for which the lowest lying eigenvalues constitute
an isolated branch that can be interpreted as the kink
excitation that interpolates between the two degenerate

ground states. The blue dots in the trivial spectrum of
Fig. 4 are obtained by considering all possible pairs of
two such topological excitations by adding their momen-
tum and energy. Around momentum zero, the lowest
lying trivial excitation produced by the trivial ansatz lies
well below the two-kink continuum starting at twice the
kink mass.
It is tempting to interpret this excitation as a bound state

of two kinks, and this claim is further supported by con-
sidering the convergence behavior of (twice) the kink mass
and the two lowest trivial excitation energies as a function
ofD in the bottom plot of Fig. 4. The kink is the elementary
excitation; it has a negative error that vanishes quickly for
increasing D. As in the LL case, unbound multiparticle
states are not expected to converge quickly, because the
different constituents are confined within a spatial region,
the size of which is determined by the bond dimension
[37]. For the energy of a two-particle state, we thus expect
a positive finite size error. The energy of a bound state
should also exhibit a large positive error as long as the
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FIG. 3 (color online). The change in particle number expecta-
tion value for the hole state at momentum p ¼ 0 as a function of
�, as predicted by the Bethe solution [34] and with the cMPS
excitation ansatz.
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spatial support of the excitation ansatz is below the binding
length, but should then stagnate when the binding length is
exceeded by increasing D. Figure 4 confirms that the low-
est lying energy of the trivial ansatz converges to a value
well below twice the kink mass in a way that is character-
istic for a bound state.

In conclusion, we have introduced a variational ansatz
for the study of elementary excitations for one-dimensional
quantum field theories, based on continuous matrix product
states. The ansatz produces very accurate results even for
the critical Lieb-Liniger model. The local aspect of the
ansatz made the solitonic feature of the lowest lying hole
eigenstates of the LL model very explicit, and the particle
number in those solitons could be reproduced to great
accuracy. We also applied the method to a gapped non-
integrable variant of LL, and obtained strong evidence for
the existence of a bound state. As an outlook, we can
remark that this method provides a stepping stone to a
further understanding of the low-energy dynamics of
one-dimensional interacting quantum field theories. In
order to calculate, e.g., dynamical correlation functions,
it would be interesting to study scattering states of topo-
logical excitations [38].
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