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In spite of the importance of nonadiabatic dynamics simulations for the understanding of ultrafast
photo-induced phenomena, simulations based on different methodologies have often led to contra-
dictory results. In this work, we proceed through a comprehensive investigation of on-the-fly surface-
hopping simulations of 9H-adenine in the gas phase using different electronic structure theories
(ab initio, semi-empirical, and density functional methods). Simulations that employ ab initio and
semi-empirical multireference configuration interaction methods predict the experimentally observed
ultrafast deactivation of 9H-adenine with similar time scales, however, through different internal con-
version channels. Simulations based on time-dependent density functional theory with six different
hybrid and range-corrected functionals fail to predict the ultrafast deactivation. The origin of these
differences is analyzed by systematic calculations of the relevant reaction pathways, which show that
these discrepancies can always be traced back to topographical features of the underlying potential
energy surfaces. © 2012 American Institute of Physics. [http://dx.doi.org/10.1063/1.4731649]

I. INTRODUCTION

The availability of computational methods for nonadia-
batic dynamics simulations in the gas and condensed phase
has played a major role in our understanding of photo-induced
molecular processes.1–4 Concepts like competition between
reaction pathways or nonadiabatic events near the crossing
seam are now part of the repertoire of ideas commonly em-
ployed to understand ultrafast processes.5 In spite of the im-
portance of dynamics simulations to shape this qualitative
knowledge, a less recognized fact is that much of the quan-
titative information that has been published in this field so far
is under dispute.4, 6–8 Dynamics simulations based on different
methodologies have often led to different or even contradic-
tory results. Factors that may be responsible for this situation
include not only the dynamics methodologies themselves but
also different ways of comparing to experimental data, and,
most critically, topographical differences in the potential en-
ergy surfaces obtained by different electronic structure meth-
ods. In this paper, we will focus on the nonadiabatic dynamics
simulations of gas-phase 9H-adenine (hereafter: adenine), one
important example where different electronic structure meth-
ods have produced contradictory results.9–12

As typical for small aromatic systems, adenine and the
other nucleobases are good chromophores in the UV range.13

a)Contributed paper. Published as part of the Special Topic Issue on
Nonadiabatic Dynamics.

b)Authors to whom correspondence should be addressed. Electronic
addresses: barbatti@kofo.mpg.de, lanzg@qibebt.ac.cn, and thiel@kofo.
mpg.de.

They show, however, low fluorescence quantum yields and
very short excited state lifetimes, which are in the order
of few picoseconds or less.14–16 This is an unequivocal in-
dication that the deactivation of UV-excited nucleobases
takes place via internal conversion at conical intersections.
Many theoretical studies have been dedicated to mapping
the possible reaction pathways for internal conversion of
nucleobases.17–23 More recently, a significant number of in-
vestigations have employed nonadiabatic dynamics simula-
tions to clarify the role of the various available reactions path-
ways under several environmental conditions. Most of them
have applied the trajectory surface-hopping method based on
ab initio,11, 12, 24–28 density functional theory (DFT),10, 29–32

and semi-empirical9, 33–40 surfaces, while some of them have
employed mean field,41 multiple spawning,42, 43 and wave
packet propagation44–47 methods.

Adenine has the most extensive collection of
time-dependent experimental results among the nucleo-
bases covering a range of pump wavelengths from 277
to 200 nm.13, 15, 16, 48–56 In the case of gas-phase adenine,
the excited state decay shows two time constants around
0.1 ps and 1 ps.15, 16, 51–53 The latter is dependent on the pump
wavelength, ranging from 0.7 ps at 200.5 nm to 1.0 ps at
265.1 nm.55 Measurements at 277 nm showed much longer
lifetimes, around 9 ps,48 indicating that, at very low excitation
energies, relatively large barriers might need to be overcome
before internal conversion takes place. At 267 nm, neither
single methylation16, 50, 52, 53 nor deuteration50 has significant
impact on the lifetime, implying a minor role of the hydrogen
detachment for the internal conversion. Total kinetic energy

0021-9606/2012/137(22)/22A503/14/$30.00 © 2012 American Institute of Physics137, 22A503-1
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FIG. 1. Geometries of the C2-puckered S1 minimum and of the main S1/S0
conical intersections in 9H-adenine.

release investigations showed that hydrogen detachment
will become relevant for pump wavelengths below 200
nm.55, 57 On the other hand, the lifetime of 2-aminopurine
is 30 ps at 267 nm, which suggests that C6 and C2 dis-
tortions of the pyrimidine ring are related to the internal
conversion.16, 21

The computational search for stationary points, reaction
pathways, and conical intersections on the excited state sur-
faces of adenine has revealed a set of three main channels that
could be responsible for the ultrafast deactivation.17, 19, 20, 23

The first pathway, corresponding to a puckering of the C2
atom in relation to the ring plane, brings adenine to a C2-
puckered S1/S0 conical intersection, whose geometry is de-
picted in Fig. 1. On the second pathway, atoms C6 and N1 are
distorted out of the ring plane, giving rise to the C6-puckered

conical intersection (also shown in Fig. 1). Characteristically,
at the geometry of this conical intersection, the amino group
is also strongly distorted out of the ring plane. The third path-
way occurs along the hydrogen detachment from N9, which
also promotes a S1/S0 crossing.

Several theoretical studies have addressed the de-
activation of adenine by dynamics simulations in the
gas phase,9–12, 37, 41 within water,10, 38 and in nucleic acid
environments.37, 39, 40 The main results of these investigations
are surveyed in Table I. We can see that even though most
of the simulations in the gas phase have been able to predict
the ultrafast deactivation of adenine,9, 11, 12, 37, 41 they are far
from a consensus concerning the predominant mechanism. It
is also remarkable that the time-dependent density functional
tight-binding method (TDDFTB) completely fails to predict
the ultrafast deactivation in the gas phase within a reasonable
time.10

These discrepancies have been largely ignored in previ-
ous works, probably because of a missing common ground
for comparing the results obtained with different meth-
ods by different research groups. In this paper, we address
these issues by carrying out static calculations and dynam-
ics simulations, in which we employ several different elec-
tronic structure methods while using the same methodolog-
ical tools for the analysis of the results. Our comparisons
cover static (excitation energies, reaction paths) and dynamic
(lifetimes, mechanisms) properties obtained from some of the
most popular methods currently available for excited state
calculations.

The present study includes a detailed investigation of
adenine dynamics in the gas phase with the ab initio mul-
tireference configuration interactions with single excitations
(MRCIS), the multireference configuration interaction based
on the semi-empirical orthogonalization model 2 Hamiltonian
(OM2/MRCI), and the time-dependent density functional

TABLE I. Summary of results from dynamics simulations of UV-excited adenine with different methods.

Dynamics Electronic structure Phase Main pathway τ (ps) References

Surf. hopp. MRCIS-1n Gas C2-puck (100%) 0.44–0.77a 11, 12
Surf. hopp. MRCIS-2n Gas C2-puck (79%) 0.53 This work
Surf. hopp. OM2/MRCI (4 refs)b Gas C6-puck (90%) 0.56 9
Surf. hopp. OM2/MRCI (5 refs)b Gas C6-puck (93%) 0.64 This work
Surf. hopp. OM2/MRCI (5 refs)c Gas C6-puck (95%) 0.90 This work
Surf. hopp. OM2/MRCI Water C6-puck (>90%) 0.41 38
Surf. hopp. OM2/MRCI DNA-1 strd. C6-puck (57%) 5.7 39
Surf. hopp. OM2/MRCI DNA-2 strd. C2-puck (64%) 4.1 39
Surf. hopp. Several functionals Gas Planar �1 This work
Surf. hopp. TDDFTB Water not given 0.2 10
Surf. hopp. TDDFTB Gas not given 11 10
Surf. hopp. FOMO/AM1 Gasd C6-puck ∼1.6e 37
Surf. hopp. FOMO/AM1 AT paird C6-puck ∼1.6e 37
Mean field DFTB Gas C6-puck 1.05f 41

C2-puck 1.36g

aDepending on the initial energy.
bWithout decoherence correction.
cWith decoherence correction.
dAdenine nucleoside with initial geometry as in DNA.
eExtrapolation from the reported data with a single exponential fitting function.
fInitial energy: 5.0 eV.
gInitial energy: 4.8 eV.
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theory (TDDFT) employing six different functionals. Simu-
lations with the ab initio MRCIS and with the semi-empirical
OM2/MRCI levels predict the experimentally observed ultra-
fast deactivation of adenine with similar time scales, however,
through different internal conversion channels. All simula-
tions with TDDFT fail to predict the ultrafast deactivation.

II. COMPUTATIONAL DETAILS

Details on computational methods, procedures, and ap-
proximate computation times are given in the supplemental
material.58 In this section, we only provide a brief summary.

TDDFT: Electronic structure calculations were performed
with the PBE,59 B3LYP,60, 61 PBE0,62 BHLYP,63 CAM-
B3LYP,64 and M06-HF65 functionals. Vertical excita-
tions and reaction paths were computed with the aug-
cc-pVDZ basis set.66 Dynamics was performed with the
split-valence plus polarization (SVP) basis set67 aug-
mented by a set of diffuse sp functions added to C and
N atoms (SVP-aug).

OM2/MRCI: The excited states were described by a
MRCI treatment68 based on the semi-empirical OM2
Hamiltonian.69–72 The active space consisted of 12 elec-
trons in 10 orbitals (3n, 3π , 3π*, 1σ*). The inclusion of
1σ* was found to improve the numerical robustness of
the nonadiabatic dynamics simulations without affect-
ing the results significantly. In the MRCI treatment, five
reference configurations were considered.

CC2: The resolution-of-identity coupled-cluster to
second-order method (RI-CC2) (Refs. 73–75) was
applied with the aug-cc-pVDZ basis set.

CASPT2: Ground- and excited state energies were com-
puted with the complete active space second-order
perturbation theory in its single-state (SS) and multi-
state (MS) versions.76 The complete active space self-
consistent field (CASSCF) calculations employed an
active space composed of 16 electrons in 12 orbitals
[CASSCF(16,12), (3n, 5π , 4π*)]. A total of 5 elec-
tronic states were included in the state-averaging proce-
dure. Calculations were performed including the IPEA
shift77 (0.25 a.u.) and an imaginary level shift (0.2 a.u.).
The aug-cc-pVDZ basis set was adopted in these calcu-
lations.

DFT/MRCI:78 MRCI calculations based on Kohn-Sham
orbitals were performed with the BHLYP functional.
The aug-cc-pVDZ basis set was adopted in these cal-
culations. Auxiliary basis functions for the RI approx-
imation of two-electron integrals were taken from the
Turbomole library.79, 80

MRCIS: Ab initio MRCI calculations were performed
with a CAS space including 10 electrons in 8 orbitals
(2n, 3π , 3π*) and with state averaging over 5 states.
The reference space for the CI procedure was composed
of 6 electrons in 4 orbitals. The CI space was built
by allowing all single excitations from the reference
CSF’s (excluding 1s-core orbitals). The 6-31G* basis
set81 was employed. This level will be called MRCIS-
2n, in distinction to the MRCIS-1n level employed in

Ref. 24, which included only one n orbital in the CAS
space.

Surface-hopping dynamics simulations were performed
with ab initio MRCIS, OM2/MRCI, and TDDFT. The
velocity-Verlet algorithm was employed to propagate nuclear
trajectories up to 1.0 ps (1.5 ps in the case of MRCIS-
2n) with a time step of 0.5 fs (MRCIS and TDDFT) or
0.1 fs (OM2/MRCI). Quantum equations were integrated with
a time step of 0.01 fs (MRCIS and TDDFT) or 0.001 fs
(OM2/MRCI) using interpolation between the time steps of
the classical dynamics. With MRCIS and TDDFT, time-
dependent coefficients were corrected for decoherence effects
(α = 0.1 hartree).82 OM2/MRCI dynamics was performed
without and with decoherence correction (α = 0.1 hartree).
In all simulations, the hopping probabilities at each time step
were computed by Tully’s fewest switches algorithm.83

TDDFT dynamics simulations were performed with nu-
merical computation of nonadiabatic coupling terms84 as de-
scribed in Ref. 85. A total of 176 trajectories were computed.
The TDDFT jobs terminated with Kohn-Sham convergence
failures when the S1 state approached the ground state to
within an energy gap smaller than about 0.2 eV. This break-
ing time was taken as an estimate (i.e., a lower bound) for the
S1→S0 transition time (assuming an immediately following
internal conversion). Because of these DFT limitations, we
could properly simulate only hopping events between excited
states.

In the case of OM2/MRCI, nonadiabatic couplings were
calculated analytically68, 69, 86 and 90 trajectories were com-
puted. For MRCIS-2n, nonadiabatic couplings were also cal-
culated analytically87, 88 and 60 trajectories were computed.

In all cases, the selection of initial configurations was
made by creating the harmonic-oscillator Wigner distribution
(0 K) around the ground state minimum and then considering
the computed transition probabilities for each point in the en-
semble, as discussed in Ref. 89. For the TDDFT dynamics,
initial conditions were sampled in restricted energy windows.
The definition of these spectral windows, the number of tra-
jectories initiated in each window, and the initially excited
states will be discussed later. MRCIS trajectories were initi-
ated in the restricted spectral window 6.4 ± 0.5 eV, which is
centered at the calculated band maximum.

RI-CC2 and most of TDDFT calculations were
performed with the TURBOMOLE program.80 TDDFT
calculations and dynamics simulations using the CAM-
B3LYP and the M06-HF functionals were carried out with
GAUSSIAN 09.90 CASPT2 calculations were performed with
the MOLCAS program.91 For ab initio MRCIS calculations,
the COLUMBUS program was used.92–94 TDDFT and MRCIS
surface-hopping dynamics simulations were performed with
the NEWTON-X program95, 96 interfaced with TURBOMOLE

and COLUMBUS, respectively. A development version of the
MNDO package was employed to calculate the excited state
potential energy curves and dynamics with the OM2/MRCI
level.69, 71

The puckering of the six-membered pyrimidine ring
of adenine at conical intersections, stationary points, and
geometries visited during the dynamics was characterized
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TABLE II. Vertical excitation energies (in eV) at TDDFT level using different functionals. Oscillator strengths in parenthesis. The experimental value for the
π -π*(La) state is 5.16 ± 0.07 eV. The amount of HF exchange in the functional increases from left (0% in PBE) to right (100% in M06-HF).

TDDFT/SVP-aug

PBE 0% B3LYP 20% PBE0 25% CAM-B3LYP 19%–65% BHLYP 50% M06-HF 100%

n-π* 4.14 (0.000) 4.88 (0.002) 5.02 (0.001) 5.30 (0.007) 5.76 (0.000) 4.90 (0.000)
π -π*(La) 4.51 (0.130) 5.04 (0.205) 5.16 (0.234) 5.37 (0.287) 5.58 (0.309) 5.06 (0.230)
π -π*(Lb) 4.92 (0.054) 5.29 (0.045) 5.41 (0.044) 5.49 (0.013) 5.78 (0.020) 5.32 (0.036)
π -3s(N9) 5.13 (0.006) 5.58 (0.008) 5.82 (0.008) 6.02 (0.010) 6.05 (0.008) 5.01 (0.003)
π -3s(NH2) 5.50 (0.004) 5.94 (0.004) 6.20 (0.002) 6.19 (0.001) 6.49 (0.002) 5.45 (0.001)
n-π* 4.88 (0.001) 5.52 (0.001) 5.66 (0.001) 5.88 (0.002) 6.30 (0.003) 5.53 (0.002)

in a quantitative manner by computing the Cremer-Pople
parameters (Q, θ , and φ).97 Q describes the degree of pucker-
ing. The other two parameters, θ and φ, describe the type of
ring puckering and the atoms involved in it. Every point in the
θ -φ space can be conveniently classified in terms of the ring
conformations as proposed by Boeyens.98

III. RESULTS AND DISCUSSION

A. Vertical excitations

The low energy region of the UV spectrum of adenine is
characterized by three states: a dark n-π*, a weakly absorbing
π -π*(Lb) and a strongly absorbing π -π*(La) state, as shown
in Tables II and III. These three states lie close together and
their order in the Franck-Condon region is rather dependent
on the theoretical method (Fig. 2). Recently, based on experi-
mental results and theoretical corrections for the shift between
the band peak and the vertical excitation, Barbatti and Ullrich
have proposed that the reference value for the experimental
vertical excitation into the π -π*(La) state is 5.16 ± 0.07 eV.99

The collection of TDDFT results in Table II shows that the
best agreement is found for the PBE0 functional (5.16 eV).
Functionals with lower Hartree-Fock (HF) exchange contri-
butions tend to underestimate this energy, while those with
higher HF exchange contributions (with the exception of the
M06-HF) tend to overestimate it. Similar trends can also be
observed for the n-π* and π -π*(Lb) states. Taken together, in
the sequence from 0% to 100% of HF exchange included by
the PBE (0%), B3LYP (20%), PBE0 (25%), BHLYP (50%),
and M06-HF (100%) functionals, the energy gap between

the π -π*(La) and n-π* states tends to decrease until it be-
comes negative [π -π*(La) below n-π*] for BHLYP and posi-
tive again for M06-HF (see Fig. 2). CAM-B3LYP, whose frac-
tion of HF exchange varies between 19% and 65% depending
on r12,64 yields a value between PBE0 and BHLYP.

The vertical excitation energies predicted for the π -
π*(La) state by the MS-CASPT2, RI-CC2, and DFT/MRCI
methods are in very good agreement with the experimen-
tal result (Table III). Unfortunately, none of these meth-
ods can be employed for dynamics simulations, either due
to the high computational costs (MS-CASPT2) or because
of the lack of analytical energy gradients (DFT/MRCI) and
nonadiabatic couplings (all of them). Instead, dynamics has
been performed with faster methods such as the ab initio
MRCIS or the semi-empirical OM2/MRCI method. The
ab initio MRCIS calculations strongly overestimate the
π -π*(La) energy (by 1.3–1.5 eV), while OM2/MRCI under-
estimates it (by 0.5 eV).

B. S1 minimum, S1/S0 conical intersections,
and reaction pathways

The minimum of adenine on the S1 surface has
mixed n-π* and π -π* character. Geometry optimizations at
CASSCF,20 MRCIS, RI-CC2, and OM2/MRCI levels indicate
that it is puckered at the C2 atom, usually with a 2E confor-
mation (see Table IV and Fig. 1). The degree of puckering
(Q) is about 0.3 Å for the ab initio methods and 0.15 Å for
OM2/MRCI. In the latter case, the geometry shows also an
out-of-plane distortion of C5 not observed in the other meth-
ods (2C5 conformation). All the ab initio and semi-empirical

TABLE III. Vertical excitation energies (in eV) at ab initio and semi-empirical levels. Oscillator strengths in parenthesis. The experimental value for the
π -π*(La) state is 5.16 ± 0.07 eV.

MS-CASPT2 RICC2 MRCIS DFT/MRCI OM2/MRCI

aug-cc-pVDZa aug-cc-pVTZb aug-cc-pVDZ 1nc 2nd aug-cc-pVDZ 4 or 5 refse

cs 0.00 0.00 0.00 0.00 0.00 0.00 0.00
n-π* 5.15 (0.002) 5.04 (0.002) 5.08 (0.020) 5.98 (0.001) 6.05 (0.000) 5.13 (0.002) 4.58 (0.00)
π -π*(Lb) 5.22 (0.097) 5.02 (0.015) 5.13 (−0.037) 6.23 (0.094) 6.42 (0.059) 5.01 (0.147) 4.97 (0.14)
π -π*(La) 5.10 (0.130) 5.11 (0.398) 5.16 (0.304) 6.49 (0.250) 6.68 (0.229) 5.08 (0.229) 4.66 (0.21)

aThis work. SA-5-CASSCF(16,12). Imaginary level shift 0.2 a.u. IPEA = 0.25 a.u.
bReference 101. ππ*: CAS(12,13); nπ**: CAS(18,16). Real level shift 0.3 a.u. IPEA = 0.25 a.u.
cReference 24. MRCIS(6,4)/SA-4-CASSCF(12,10)/Bmix (1n orbital).
dThis work. MRCIS(6,4)/SA-5-CASSCF(10,8)/6-31G* (2n orbitals).
eThe results are numerically the same to two decimal digits, regardless of whether 4 or 5 reference configurations are used.
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FIG. 2. Energy gap between the ππ*(La) and the nπ* states. CC2/aug-cc-
pVTZ result from Ref. 100. MS-CASPT2/aug-cc-pVTZ result from Ref. 101.

methods indicate that there is a large degree of mixing
between n-π* and π -π* at this minimum (30%–40% of
π -π* contribution).

The TDDFT results show a quite different picture: the S1

minimum is predicted by most of the tested functionals to be
planar (Q = 0 Å) and to have pure n-π* character, without
any π -π* mixing. Exceptions are the results obtained with
TD-BHLYP and TD-M06-HF. In both cases, an appreciable
degree of C2 puckering (see Q in Table IV) and state mixing
is observed.

The main conical intersections (see Fig. 1) are charac-
terized in Table V. Optimizations at the OM2/MRCI and
ab initio MRCIS level result in very similar structures for
the C2-puckered intersection. The C6-puckered intersection
has a larger degree of puckering and some N1 distortion with

TABLE IV. Characterization of the S1 minimum of adenine in terms of Q
(degree of puckering) and conformation. Percentage of trajectories follow-
ing the C2-puckered pathway for the M spectral window within 1 ps. HF –
fraction of Hartree-Fock exchange in the functional.

Level HF (%) Basis set C2 path (%) Q (Å) Conf.

TD-PBE 0 SVP-aug 0 0.00 Planar
0 aug-cc-pVDZ . . . 0.00 Planar

TD-B3LYP 20 SVP-aug 5 0.00 Planar
20 aug-cc-pVDZ . . . 0.00 Planar

TD-PBE0 25 SVP-aug 0 0.00 Planar
25 aug-cc-pVDZ . . . 0.00 Planar

TD-CAM-B3LYP 19–65 SVP-aug 20 0.00 Planar
19–65 aug-cc-pVDZ . . . 0.00 Planar

TD-BHLYP 50 SVP-aug 25 0.17 2E
50 aug-cc-pVDZ . . . 0.22 2E

TD-M06-HF 100 SVP-aug 0 0.24 2H3

100 aug-cc-pVDZ . . . 0.30 2E
CASSCFa 6-31G* 0.29 2E
MRCIS-1n Bmix 80 0.38 2E
MRCIS-2n 6-31G* 74 0.34 2E
OM2/MRCI OM2 7 0.15 2C5

RI-CC2 aug-cc-pVDZ . . . 0.26 2E

aSA2-CASSCF(12,10), Ref. 20.

TABLE V. Geometrical characterization of the C2- and C6-puckered con-
ical intersections of 9H-adenine optimized at OM2/CI (5 references) and
ab initio MRCIS-2n levels. dMW is the mass-weighted distance between the
conical intersection and the ground state minimum geometries. The values in
parenthesis are MRCIS-1n results from Ref. 24. Q, θ , and φ are the Cremer-
Pople parameters.

C2-puckered C6-puckered

OM2/CI MRCIS OM2/CI MRCIS

�E (eV) 4.12 4.75 (4.61) 3.91 4.99 (5.29)
dMW (Å amu1/2) 3.44 3.39 (3.21) 6.99 6.19 (5.87)
Q (Å) 0.548 0.542 (0.537) 0.351 0.455 (0.463)
θ (◦) 65.1 69.0 (68.7) 138.9 122.7 (124.6)
φ (◦) 71.4 66.3 (68.4) 117.5 151.1 (161.9)
Conformation E2 E2 (E2) 6E 6H1 (6H1)

MRCIS. For the C2- and C6-puckered conical intersections,
OM2/MRCI predicts lower energies than MRCIS, with an es-
pecially pronounced deviation in the case of the C6-puckered
conical intersection.

The potential energy profiles on the pathways between
the ground state minimum geometry and the C2- and C6-
puckered conical intersection geometries are shown for sev-
eral methods in Fig. 3. The energies are also tabulated
in the supplemental material.58 These pathways were built
by linear interpolation in natural internal coordinates102 be-
tween these geometries. In the case of the OM2/MRCI and
ab initio MRCIS pathways, the conical intersection geome-
tries were optimized at same level as employed in the path-
way calculation. For the TDDFT pathways, the MRCIS con-
ical intersection geometries were relaxed on the S1 surface
at the TDDFT level until a minimum energy gap with the
ground state was found. In these cases, the geometries at the
end of the pathways are not strictly a conical intersection. The
same procedure was employed to build the RI-CC2 pathways.
For the CASPT2 and DFT/MRCI pathways, the MRCIS and
PBE0 geometries were employed, respectively.

At the ground state minimum (0 Å amu1/2), the
OM2/MRCI and the RI-CC2 profiles show a slope towards
the C6-puckered side. On the other hand, the MRCIS and
DFT/MRCI profiles show an opposite slope towards the C2-
puckered side. The CASPT2 and TDDFT pathways do not
show any clear trend towards either side.

The SS-CASPT2 energy profile is not smooth because
of the change of character of the states along the path. This
is fixed by the MS-CASPT2 procedure. Near the conical in-
tersections, however, SS-CASPT2 predicts energy crossings,
while MS-CASPT2 yields large energy gaps. This is an indi-
cation that the state interaction is too large in the MS proce-
dure, implying that the current active space is still too small
to describe the crossing regions.103

As discussed in the Introduction, experimental measure-
ments yield two time constants around 0.1 ps and 1 ps.16

The short time constant is associated to multiphoton processes
near zero pump-probe delay time and to the relaxation of ade-
nine to the S1 surface. For this reason, the reaction pathways
between the S1 minimum and the conical intersections may
be more significant than the pathways between the Franck-
Condon region and the intersections. Figure 4 shows the
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FIG. 3. Potential energy profiles for reaction pathways between the ground state minimum geometry (0 Å amu1/2) and the conical intersections puckered at C6
and C2 for different theoretical levels. Ground state energies are only partially shown (near the end of the pathways). TDDFT, RI-CC2, and DFT/MRCI with
aug-cc-pVDZ. CASPT2: SS–dotted lines; MS–solid lines. MRCIS: 1n–dotted lines; 2n–solid lines.

energy profiles for the linearly interpolated pathways between
the S1 minimum and the C2- and C6-puckered conical inter-
sections computed with different methods. The energies are
also tabulated in the supplemental material.58 Note that all en-
ergy barriers in Fig. 4 will be overestimated due to the linear
interpolation procedure. These barriers have been discussed

more properly in Refs. 20 and 21, where the reaction path-
ways were obtained by minimum energy path computation.

The pathways in Fig. 4 show that, starting from the
S1 minimum, adenine can access both conical intersections
by overcoming potential energy barriers. The barrier heights
vary with the method, but in general they are lower for the

FIG. 4. Potential energy profiles for reaction pathways between the S1 minimum geometry (0 Å amu1/2) and the conical intersections puckered at C6 and C2
for different theoretical levels. TDDFT and RI-CC2 with aug-cc-pVDZ. CASPT2: SS–dashed lines; MS–solid lines. MRCIS: 1n–dashed lines; 2n–solid lines.
The circle in the TD-PBE0 profile indicates the peak of the Q distribution during the dynamics simulations.
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pathway towards C2 than C6 puckering. Exceptions to this
pattern are the OM2/MRCI and the TD-PBE0 profiles. In par-
ticular, taking into account that the barriers will be overesti-
mated, the OM2/MRCI barrier to C6 puckering is negligible.
On the other hand, it is clear from the comparisons with the
CASPT2 and CC2 results that MRCIS overestimates the bar-
rier to C6 puckering.

C. Dynamics at ab initio and semi-empirical
MRCI levels

Dynamics simulations at the OM2/MRCI and ab initio
MRCIS levels for adenine in the gas phase predict fast sub-
picosecond decay (Table VI). At MRCIS-1n, the fraction of
trajectories converted to the ground state within 1 ps is about
15% larger than the experimental result for all three spectral
windows. This overestimation reaches 25% for MRCIS-2n.
For both levels, it reflects the too large initial energies pre-
dicted by MRCIS (Table III), which speeds up the dynamics.
Using OM2/MRCI without decoherence correction, the ex-
cited state lifetime is also too short and the fraction of trajec-
tories converted to the ground state within 1 ps [83% (79%)
with 4 (5) reference configurations] is somewhat larger than
the experimental result of 70% (Table VI). When the decoher-
ence correction is applied, the lifetime increases (Table I) and
the fraction of trajectories converted to the ground state drops
to 59%. Even though MRCIS and OM2/MRCI present similar
deactivation rates, different dominant deactivation pathways
are found with these methods as shown in Table I.

The divergence can be better visualized if we compare
the kind of ring puckering accessed by the ab initio and semi-
empirical dynamics, as done in Fig. 5. This figure shows the
distribution of trajectories in the Cremer-Pople space θ -φ.
Each point in this space corresponds to a different kind of

TABLE VI. Fraction of the population converted to the ground state after
1 ps according to experiments and simulations at several theoretical levels.
Gas-phase data supposing single exponential decay, as a function of the initial
excitation energy.

Initial energy window

Low Medium High Full

MRCIS-1na 73 80 90 84
MRCIS-2n . . . 85 . . . . . .
OM2/MRCI (4 refs)b . . . . . . . . . 83
OM2/MRCI (5 refs)c . . . . . . . . . 79
OM2/MRCI (5 refs)d . . . . . . . . . 59
TD-B3LYP 0 20 20 . . .
TD-PBE0 0 0 18 . . .
TD-PBE . . . 5 . . . . . .
TD-BHLYP . . . 25 . . . . . .
TD-CAM-B3LYP . . . 20 . . . . . .
TD-M06-HF . . . 10 . . . . . .
Expt.e 62 68 75 ∼70

aReferences 11 and 24.
bReference 9.
cWithout decoherence correction.
dWith decoherence correction.
eExperimental data according to the lifetimes provided for 265.1 nm (L), 251.3 nm (M),
and 238.1 nm (H) pump wavelengths in Ref. 55.

FIG. 5. Distribution of the Cremer-Pople parameters θ and φ for trajecto-
ries simulated with MRCIS-1n, MRCIS-2n, and OM2/MRCI (5 references,
no decoherence correction). MRCIS-1n data from Ref. 24. The crosses indi-
cate the conical intersections computed at each level. Red regions are more
densely populated.

pyrimidine ring puckering (see the supplemental material58

for more information on the Cremer-Pople-Boeyens analy-
sis). From all trajectories, all time steps before the hopping
to the ground state were included in the distribution. While at
the ab initio level, the pyrimidine ring is puckered exclusively
(MRCIS-1n) or mostly (MRCIS-2n) at the C2 atom during the
excited state dynamics, a broader distribution of ring pucker-
ing types is observed for OM2/MRCI, with the maxima of the
distribution around C6-puckered conformations.

The present MRCIS-2n results were computed using a
similar approach as before,24 but including two pyrimidine
n orbitals in the CAS space (as opposed to only one in the
previous MRCIS-1n study) and using an improved basis set.
Besides that, a more statistically significant number of trajec-
tories are computed in the present work (60 trajectories in the
middle energy window against 60 trajectories over the whole
spectrum in Ref. 24). Although the results from both sets of
MRCIS calculations are similar, the present calculations in-
troduce a new element not observed before. While dynamics
based on a CAS containing only one n orbital shows exclu-
sively ring puckering at the C2 atom (Fig. 5, top), dynam-
ics based on a CAS space containing two n orbitals shows
ring puckering at the C6 atom as well (Fig. 5, middle), al-
though with a small probability. This result is consistent with
the analysis of Ref. 104, which showed similar effect in the
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FIG. 6. Gradient projection along the C2 and C6 puckering directions for 60 trajectories simulated with OM2/MRCI (5 references, no decoherence correction)
and ab initio MRCIS methods at times 0, 20, and 40 fs. The elliptical fitting of data is shown as well.

dynamics of aminopyrimidine performed with different ac-
tive spaces. In that work, it was shown that while an ac-
tive space containing only one n orbital did not show any
deactivation through C6-puckering, an active space contain-
ing two n orbitals showed 15% of deactivation through this
channel.

A first hint into the source of the divergence between
OM2/MRCI and ab initio MRCIS is already given by the
reaction pathways plotted in Fig. 4. The S1 state shows a
clear trend towards C2 puckering for MRCIS and towards
C6 puckering for OM2/MRCI. To check the hypothesis that
the topography of the potential energy surfaces at the begin-
ning of the dynamics determines the further dynamical be-
havior, we have investigated the initial evolution of both sets
of simulations. This was done by computing the projection of
the energy gradient towards the conical intersections for each
trajectory at certain time steps, as explained in the supple-
mental material.58 The results of this procedure are shown in
Fig. 6. Initially, at time 0, the gradient-projection distribution
is equivalent for both methods, which implies that the initial
conditions for each method are not responsible for the dif-
ferent results. As soon as 20 fs later, the OM2/MRCI results
show already a clear trend towards the C6-puckering direc-
tion, while the MRCIS results are still almost isotropic.

The analysis of the trajectories shows that the
OM2/MRCI dynamics relaxes to the C2-puckered S1 mini-
mum but quickly moves towards C6-puckered structures be-
cause this motion is overly favored by the S1 potential energy
profile, which has a negligible barrier in this direction (see
Fig. 4). This creates a bias favoring deactivation via the C6-
puckered conical intersections. This scenario is basically the
same for all three sets of OM2/MRCI trajectories (Table VI).

The MRCIS dynamics also proceeds first by relaxing to
the C2-puckered S1 minimum (Table IV and Fig. 1). From this
S1 minimum, MRCIS trajectories face an artificially large bar-
rier to follow the C6 pathway (compared with CASPT2 and
RI-CC2) and a much smaller barrier to follow the C2 pathway
(see Fig. 4). This imbalance between the barriers towards the
C2 and C6 pathways creates a bias favoring deactivation via
C2-puckered conical intersections.

This analysis makes clear that the discrepancies between
the semi-empirical OM2/MRCI and ab initio MRCIS results
are due to two factors: first, the too strong stabilization of the
C6 pathway at the OM2/MRCI level inducing different initial
dynamics and, second, the imbalance between the barriers to

escape from the S1 minimum at the ab initio MRCIS level,
blocking the C6 pathway.

Taking the CASPT2 results as the reference level, the en-
ergy profiles for the reaction pathways between the S1 min-
imum and the conical intersections (Fig. 4) indicate that the
real dynamics should still be dominated by the C2 pathway,
but substantial participation of the C6 pathway in the inter-
nal conversion may be expected as well. In this sense, the
inclusion of a second n orbital in the reference space of the
MRCIS-2n simulations has helped to get a more balanced pic-
ture of the reaction pathway, with some degree of deactivation
via the C6 pathway. However, the present MRCIS-2n results
can still not be considered definitive because of the inherent
limitations in the chosen one-electron basis (6-31G*) and cor-
relation treatment (size of the active space, CIS with a limited
number of reference configurations), which are reflected in
excessively high Franck-Condon energies (see Table III). In
this context, we also note that there were frequent orbital ro-
tations in the CI space causing discontinuities along the po-
tential energy surfaces during the ab initio MRCIS dynamics.

D. Dynamics at TDDFT levels

TDDFT is one of the most computationally efficient first-
principles methods for excited state calculations. Neverthe-
less, even though it may predict good vertical excitations, it
suffers from a series of deficiencies, which may jeopardize
dynamics simulations. First, TDDFT is a single-reference
method, making it obviously inadequate to describe regions of
multireference character,105 such as conical intersections with
the ground state. Conical intersections between excited states,
however, may still be handled provided that the involved
states can be described as single excitations from a common
reference. Second, the linear-response approximation usually
employed in the time-dependent procedure cannot properly
treat double excitations, which may occur in the course of the
dynamics.106 Third, conventional functionals often fail to de-
scribe delocalized states, especially those with charge transfer
character, which may also pose serious problems in dynam-
ics simulations.107 These can be alleviated, to some extent, by
the use of long-range corrected functionals,108 but the efficacy
of these functionals for excited state dynamics simulations is
still to be evaluated. In the recent literature, there are several
reports of successful excited state nonadiabatic dynamics sim-
ulations employing TDDFT.44, 85, 109–111
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We have performed dynamics simulations of adenine
at the TDDFT level using six popular functionals. The re-
sults are not compatible with the experimental data. They are
qualitatively wrong for each of the functionals tested. These
are bad news for a method whose computational efficiency
makes it one of the few allowing the investigation of relatively
large systems. The failure of TDDFT to describe adenine dy-
namics is not entirely surprising given that, as discussed in
Sec. III B, most of tested functionals cannot even describe the
S1 minimum properly. In this section, we report these nega-
tive results, to gain insight into their origin and to illustrate
some limitations of TDDFT.

Surface-hopping dynamics was performed using a se-
quence of functionals with increasing fraction of HF ex-
change: PBE (0%), B3LYP (20%), PBE0 (25%), and BHLYP
(50%). Complementary adiabatic dynamics simulations on
the first excited state were carried out with the M06-HF and
the long-range corrected CAM-B3LYP functionals. For the
surface-hopping runs, initial conditions were selected from
the energy windows indicated in Fig. 7. Initial conditions for
TD-B3LYP and TD-PBE0 dynamics were sampled in three
energy windows, i.e., in the low (L), medium (M), and high
(H) energy regions of the first spectral band. For all other
functionals, initial conditions were sampled at medium (M)
energies near the band maximum. The definition of the energy
windows and a summary of the TDDFT dynamics results are
given in Tables VII and VIII.

1. TDDFT dynamics results: B3LYP and PBE0

The first three sets of trajectories were computed us-
ing the B3LYP functional. Twenty trajectories were initi-
ated in each energy window, with the distribution of initial
states following the contribution of the state to the absorp-
tion spectrum.85 For instance, in the low-energy window (L),
states S1 and S2 contribute equally to the absorption spectrum,
therefore, an equal number of trajectories (10) were initiated
in each of these states.

In the L window, none of the 20 trajectories computed
with B3LYP returned to the ground state within 1 ps. By con-
trast, after excitation near the L window, the experimentally
measured lifetime of adenine is τ = 1.03 ps.55 Therefore,
the ground state population after 1 ps can be estimated as
1−exp(−1/τ ), or 62%. In the M window, the situation is not
much better. From the 20 trajectories started in S2, only 4 re-
turned to the ground state within 1 ps, giving a ground state
population of 20%, while the experiment indicates a value of
68%. In the H window, also 4 trajectories out of 20 returned
to the ground state. Again, the theoretical prediction, 20%, is
much below the experimental estimate, 75%. Due to the small
number of trajectories computed in each window, these com-
putational results, as well as those for the other functionals
below, carry large statistical uncertainties. Nevertheless, the
deviations from the experimental results are much too large
to be attributed to statistical errors.

The analysis of the TD-B3LYP trajectories shows that
they quickly move to the minimum of the S1 state. Since
the internal conversion via a puckered conical intersection

FIG. 7. Absorption cross section computed with TDDFT employing four
different functionals. The shaded areas indicated the energy windows
(L = low, M = medium, H = high) from which initial conditions were se-
lected for dynamics simulations.

should occur through a crossing between the π -π* state and
the closed-shell ground state, the lack of internal conversion
could indicate that TD-B3LYP overestimates the relative sta-
bility of the n-π* state, thus preventing the recrossing to the
π -π* state. This is in line with the computed vertical excita-
tion energies (Table II) and with the finding that the S1 mini-
mum at this level is planar, has n-π* character, and does not
mix with π -π* configurations.

Three sets of trajectories were computed with the PBE0
functional. They were initiated in the energy windows shown
in Fig. 7, with the distribution of initial states following their
contribution to the absorption spectrum. The results of the
dynamics simulations are not better than those with B3LYP
(within the statistical error). Deactivation is observed neither
among the 14 trajectories initiated in the L window nor among
the 25 trajectories initiated in the M window (Table VII).
Among the 17 trajectories initiated in the H window, 18% re-
turn to the ground state within 1 ps.

The results from the B3LYP and PBE0 functionals indi-
cate a much longer lifetime than experimentally observed. We
note that previous TDDFTB simulations10 gave a lifetime of
11 ps for gas-phase adenine, which was attributed to the de-
pendence of the lifetime on the initial conditions. We see here,
however, that, even with a well-controlled selection of initial
conditions, TDDFT still predicts qualitatively wrong results,
and it seems likely that TDDFTB behaves analogously.

Overall, we have observed 11 crossing events to the
ground state in these 116 simulations. Except for two of
them, which occurred at the C2-puckered conical intersection
(Table VII), all others took place at the N9-H stretching coni-
cal intersection.

In spite of these disappointing results, there are still
some interesting features in these dynamics runs. As previ-
ously proposed,55, 57 the deactivation along the π -σ* path-
way (N9-H dissociation) should occur only above a certain
energy threshold. This is confirmed in the simulations. No
deactivation is observed in the L window. In the M window
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TABLE VII. Number of trajectories (Ntraj) initiated in each state for TD-B3LYP and TD-PBE0 for each of the
three spectral windows. Number of S1→S0 events and corresponding times (τ hop given in parenthesis). With the
exception of the S1→S0 events marked with “b,” all others correspond to N9-H dissociation.

B3LYP PBE0

Initial energy (eV) Initial state (Ntraj) NS1→S0 (τ hop, fs) Initial state (Ntraj) NS1→S0 (τ hop, fs) Exp.c

4.6 ± 0.1 (L) S1 (10) 0 S1 (9) 0
S2 (10) 0 S2 (5) 0

S0 populationa 0% 0% 62%
4.9 ± 0.1 (M) S2 (20) 4 (45,50, 700b,900) S1 (7) 0

S2 (18) 0
S0 populationa 20% 0% 68%
5.6 ± 0.1 (H) S5 (6) 2 (40,250b) S4 (8) 1 (60)

S6 (14) 2 (120,120) S5 (9) 2 (45,100)
S0 populationa 20% 18% 75%

aS0 population at 1000 fs.
bE2 CI.
cExperimental data according to the lifetimes provided for 265.1 nm (L), 251.3 nm (M), and 238.1 nm (H) pump wavelengths in
Ref. 55.

deactivation is found only for B3LYP, for which the π -3s state
(the gateway to the π -σ* state) lies lower in energy than for
PBE0 (see Table II). Deactivation in the H window occurs for
both functionals.

2. TDDFT dynamics results: PBE and BHLYP

We now consider the TDDFT dynamics at the limits of
having no HF exchange (PBE functional) and a high fraction
of HF exchange (50%, BHLYP functional). These results are
summarized in Table VIII. In both cases, initial conditions
were sampled only in the M window. With PBE, 12 trajecto-
ries were started in the S1 state, while 8 were started in the S2

state. The ground state population after 1 ps was 5% due to
one single trajectory that returned to the ground state via the
NH-stretching pathway. This result is, once more, far from the
68% experimentally observed.

With BHLYP, 11 trajectories were started in the S1 state
while 9 were started in the S2 state. After 1 ps, the ground
state population was 25%, the highest deactivation level ob-
tained among all tested functionals. Although this value is still
much lower than the experimental result, it is in line with the
hypothesis that the description of the n-π* state may explain
why TDDFT performs so badly for adenine. (BHLYP cor-
rectly predicts the puckering of the S1 minimum.) The deac-
tivation occurred exclusively through the C2-puckering path-
way in all 5 trajectories that return to the ground state.

3. TDDFT dynamics results: CAM-B3LYP and M06-HF

The slight improvement of the results with a larger frac-
tion of HF exchange in the functional prompted us to test
two other functionals, the CAM-B3LYP functional with long-
range corrected HF exchange and the M06-HF functional with
100% HF exchange. For both cases, the current implementa-
tion of NEWTON-X cannot compute nonadiabatic couplings.
Therefore, we ran purely adiabatic dynamics in the S1 state
for a maximum of 1 ps. Ten trajectories were computed for

each functional. The results are compiled in Table VIII. Two
TD-CAM-B3LYP trajectories found a C2-puckered crossing
with the S0 state, while the others ended without reaching the
crossing seam. In the case of M06-HF, only one trajectory
found a crossing with S0 but along the NH stretching path-
way. Once more, there was much less deactivation within 1
ps than experimentally observed, with no sensible improve-
ment over the previous TDDFT results.

TABLE VIII. Number of trajectories (Ntraj) initiated in each state for TD-
PBE, TD-BHLYP, TD-CAM-B3LYP, and TD-M06-HF. Number of S1→S0

events and corresponding approximate times (τ hop given in parenthesis).
With the exception of the S1→S0 events marked with “b,” all others cor-
respond to N9-H dissociation.

PBE

Initial energy (eV) Initial state (Ntraj) NS1→S0 (τ hop, fs) Exp.c

4.5 ± 0.1 (M) S1 (12) 0
S2 (8) 1 (100 fs)

S0 populationa 5% 68%
BHLYP

Initial energy (eV) Initial state (Ntraj) NS1→S0 (τ hop, fs) Exp.c

5.5 ± 0.1 (M) S1 (11) 2 (300b,600b)
S2 (9) 3 (700b, 800b, 1000b)

S0 populationa 25% 68%
CAM-B3LYP

Initial energy (eV) Initial state (Ntraj) NS1→S0 (τ hop, fs) Exp.c

5.1 ± 0.1 (L) S1 (10) 2 (950b,860b)
S0 populationa 20% 62%

M06-HF

Initial energy (eV) Initial State (Ntraj) NS1→S0 (τ hop, fs) Exp.c

4.8 ± 0.1 (L) S1 (10) 2 (90)
S0 populationa 10% 62%

aS0 population at 1000 fs.
bE2 CI.
cExperimental data according to the lifetimes provided for 251.3 nm (M) pump
wavelengths in Ref. 55.
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FIG. 8. Cremer-Pople parameters for the M window from the TD-PBE0 and TD-BHLYP dynamics. (Top) Degree of puckering (Q) as a function of time.
(Bottom) Type of puckering in terms of φ and θ parameters. The parameter values for the last point in the respective reaction pathways, Fig. 4, are indicated by
crosses and dashed lines. Red regions are more densely populated.

4. Analysis of the TDDFT trajectories

Figure 8 presents a detailed analysis of the PBE0 results
in terms of the Cremer-Pople parameters for the pyrimidine
ring. It includes all geometries of all trajectories of the M
window. Figure 8 (top left) shows the distribution of the Q
parameter as a function of time, while Fig. 8 (bottom –left)
shows the distribution of the θ and φ parameters for all times.
Each point in the θ -φ space corresponds to a different kind
of ring puckering and the position of the conical intersections
is indicated by crosses. Evidently, the pyrimidine ring tends
to be puckered during the dynamics. The puckering confor-
mations are broadly distributed in the θ -φ space, spanning
conformations from E3 to E1. It is particularly relevant that
this distribution is centered at E2 and holds only small contri-
butions from C6-puckered conformations. Figure 8 (top left)
shows that the degree of puckering is small, clustered around
Q = 0.1 Å. As for comparison, the degree of puckering at the
conical intersections is above Q = 0.4 Å. An analogous anal-
ysis for the PBE and B3LYP functionals (not shown) arrives
at a similar scenario: adenine tends to pucker at C2, but the
degree of puckering is far from what is necessary to reach the
C2-puckered conical intersection.

This situation can be rationalized by noting that during
the TDDFT dynamics, adenine relaxes to a planar S1 mini-
mum with strong n-π* character. The oscillation around this
minimum along the pyrimidine out-of-plane coordinates cre-
ates a distribution peaked at slighted puckered conformations
(see Fig. 8). The TD-PBE0 energy profile for the reaction

pathway connecting this planar S1 minimum to the conical
intersections is plotted in Fig. 4 for the PBE0 functional. The
peak of Q distribution in Fig. 8 (top left) is marked as a cir-
cle in the S1 curve in Fig. 4. It is obvious from this figure
that to move from the S1 minimum to either conical intersec-
tion, adenine has to overcome large energy barriers at the TD-
PBE0 level. At the top of the barrier between the S1 minimum
and the C2-puckered conical intersection, adenine is already
in the E2 conformation with Q = 0.26 Å. Internal conversion
will take place only if the puckering distribution moves to Q
values above this value.

The Cremer-Pople analysis of the TD-BHLYP results
shows a slightly different scenario (Fig. 8 (right)). In this case,
there are already some points above the barrier-puckering
threshold (Q = 0.37 Å in this case), mainly after 0.4 ps. The
conformations are also much more localized around the E2

region than they were for PBE0. This is a consequence of the
S1 minimum geometry at BHLYP level, which is no longer
planar as in the other cases but shows some puckering at C2
(Q = 0.17 Å, E2).

5. Why does TDDFT dynamics fail?

We have analyzed in more detail the energy profiles
along the planar and puckered pathways computed at the
TD-PBE0 and TD-BHLYP level, using the MS-CASPT2 data
as reference (see the supplemental material58). This analysis
shows that both functionals overly favor ground state planar
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distortions in comparison to ground state puckering distor-
tions. In the case of PBE0, the excitation energies obtained
with the time-dependent procedure along both pathways are
in good agreement with the MS-CASPT2 reference data, but
they cannot compensate for the ground state overstabilization
of the planar distortion, leading to the artificial planarity of
the S1 minimum. At this planar minimum, the n-π* and π -π*
states are decoupled, thus reducing the probability of adenine
to recross to the π -π* state, which is essential for reaching the
conical intersection. The analysis for PBE and B3LYP yields
similar results.

In the case of BHLYP, the bias towards planar distortions
in the ground state is compensated by too large excitation
energies, which are overestimated by this functional. There-
fore, the relatively good dynamics results of TD-BHLYP are
caused by error compensation.

We have not been able to pinpoint the origin of the over-
stabilization of the planar pathways over the puckered path-
ways in the S1 state, but we have seen that this artifact largely
arises from the ground state DFT potentials, and less from the
time-dependent procedure. The overestimation of the excita-
tion energy by the BHLYP functional, on the other hand, can
be traced back to the reduction of correlation energy caused
by the large fraction of HF exchange.

IV. CONCLUSIONS

The comparative analysis of surface-hopping dynamics
and potential energy profiles of adenine with several different
methods leads to the following conclusions:

� Ab initio MRCIS, semi-empirical OM2/MRCI, and
TDDFT dynamics with BHLYP and M06-HF func-
tionals show an initial dynamics towards the C2-
puckered S1 minimum, with strongly mixed n-π*/π -
π* character. TDDFT dynamics with PBE, B3LYP,
PBE0, and CAM-B3LYP functionals show an initial
dynamics towards a planar S1 minimum with pure n-
π* character.

� From the C2-puckered minimum, ab initio MRCIS
simulations lead to deactivation mainly near C2-
puckered conical intersections. The deactivation rate
is about 15%–25% larger than the experimental re-
sult and is determined mainly by the time to escape
from the C2-puckered minimum. In the OM2/MRCI
dynamics, adenine remains for a short period around
the C2-puckered minimum and then moves towards
the C6-puckered conical intersection where it deacti-
vates; the deactivation rate is about 15% too high (too
low) in runs without (with) decoherence correction.
TDDFT trajectories are trapped in the S1 minimum
and yield deactivation at a much slower rate than ex-
perimentally observed.

� The ab initio MRCIS results exhibit some dependence
on the active space, although without changing the
overall qualitative picture. The inclusion of an addi-
tional n orbital in the calculations leads to a small
amount of deactivation via the C6-conical intersection.
The inclusion of an additional reference configuration

in the OM2/MRCI calculations causes an increase in
the lifetime but has no significant effect on the decay
mechanisms.

� The quality of the ab initio MRCIS, TDDFT, and
OM2/MRCI results can be assessed for the relevant ex-
cited state reaction pathways by comparison with MS-
CASPT2 and RI-CC2 energy profiles. Such analysis
indicates that the previous ab initio MRCIS-1n results
underestimated the role of the C6-puckered conical in-
tersection due to limitations of the active space. The
inclusion of an additional n orbital in the active space
(MRCIS-2n) leads to a more balanced description of
the pathways. OM2/MRCI overestimates the ease of
C6-puckering, and hence the role of the C6-puckered
conical intersections. The bad performance of TDDFT
is related to an overstabilization of planar distortions
over puckered distortions in the ground state, which
favors a planar S1 minimum and prevents nπ*/ππ*
mixing near this minimum.

� None of the functionals tested in the TDDFT calcula-
tions delivers satisfactory results. There is no improve-
ment upon including long-range corrections (CAM-
B3LYP) and no clear trend with regard to the frac-
tion of HF exchange. In the least unsatisfactory case,
BHLYP predicts an S1 minimum with appreciable
nπ*/ππ* mixing (like ab initio MRCIS, CASPT2,
CC2, and OM2/MRCI), which is, however, caused by
error compensation.

� At high initial energies, TDDFT predicts some deacti-
vation (still much below the experimentally observed
level) mostly through the N9-H dissociation pathway.

� High-quality reaction pathways are obtained with CC2
and DFT/MRCI. Although CC2 cannot be used to de-
scribe the crossing with the ground state, it is possi-
ble that it may be a good option for nonadiabatic dy-
namics involving only excited states. Analytical gra-
dients for DFT/MRCI and nonadiabatic couplings for
DFT/MRCI and CC2 need to be developed so that
these methods can be effectively used in dynamics
simulations.
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